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Abstract

The evolution from 4th Generation (4G) to 5th Generation (5G) wireless systems is driven

by the expected huge growth in user bit rates and overall system throughput. This requires a

substantial spectral efficiency increase, while maintaining or even improving power efficiency. To

accomplish this, one needs new transmission techniques employing new technologies, with the

most promising ones being millimeter Wave (mmWave) frequencies and massive Multiple-Input

and Multiple-Output (m-MIMO).

We consider broadband mmWave transmission with high spectral and power efficiencies. We

develop new signal processing schemes for a novel multilayer m-MIMO architecture with large an-

tenna arrays that explores spatial multiplexing, beamforming and employs efficient amplification.

To cope with time-dispersive effects associated to high data rate transmission over multipath chan-

nels while achieving high power efficiency, we propose the use of Single Carrier with Frequency

Domain Equalisation (SC-FDE) schemes using high-level constellation sizes that are decomposed

into Offset Quadrature Phase Shift Keying (OQPSK)-type signals and have quasi-constant enve-

lope, allowing the use of amplification schemes based on multiple Non-Linear Amplifiers (NLAs).

Upon reception, we address the uplink transmission case, and we propose a set of low complexity

iterative equalisers for offset and non-offset modulations within the proposed multilayer m-MIMO

architecture.

Keywords:

Wireless Communications, millimeter Wave (mmWave), massive Multiple-Input and Multiple-

Output (m-MIMO), Frequency Domain Equalisation (FDE), Envelope Control, Offset constella-

tions
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Resumo

A evolução dos sistemas sem fios de 4ª geração (4G) para a 5ª geração (5G) é impulsionada

pelo enorme crescimento esperado das taxas de dados dos utilizadores e na taxa de transferência

global do sistema. Isso requer um aumento substancial da eficiência espectral, mantendo ou até

melhorando a eficiência energética. Para isso, são necessárias novas técnicas de transmissão em-

pregando novas tecnologias, sendo as mais promissoras as frequências de ondas milimétricas (en:

mmWave) e sistemas massivos de múltipla entrada e múltipla saída (en: m-MIMO).

Neste trabalho é considerada a transmissão de banda larga nas ondas milimétricas com alta

eficiência espectral e de potência. Desenvolvemos novos esquemas de processamento de sinal

para uma nova arquitetura m-MIMO multicamada com grandes matrizes de antenas que exploram

multiplexação espacial, formação de feixe (en: beamforming) e empregam amplificação eficiente.

Para lidar com os efeitos dispersivos no domínio temporal associados à transmissão de alta taxa

de dados nos canais multipercurso enquanto se obtém alta eficiência energética, propomos o uso

de esquemas mono portadora com equalização no domínio da frequência (en: SC-FDE) usando

constelações de tamanho elevado que são decompostas em sinais do tipo OQPSK e têm envol-

vente quase constante, permitindo o uso de esquemas de amplificação baseados em múltiplos

amplificadores não lineares (en: NLA). Na recepção, abordamos o caso de ligação ascendente e

propomos um conjunto de equalizadores iterativos de baixa complexidade para modulações com

e sem offset dentro da arquitetura m-MIMO multicamada proposta.

Palavras-chave:

Comunicações sem fios, ondas milimétricas (en: mmWave), sistemas massivos de múltiplas

entrada e múltipla saída (en: m-MIMO), Equalização no domínio da frequência, Controlo de

envolvente, Constelações com offset
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1
Introduction

1.1 Scope and Motivation

The evolution towards the next wireless communications systems (5th Generation (5G) and

beyond) faces multiple challenges. These new systems should be able to cope with applications

as diverse as Internet of Things (IoT), autonomous driving cars, remote surgery or augmented

reality while improving the data rate and the availability of the previous generations [1]. In fact,

it is expected a massive growth in user bit rates (a 10 to 100 times increase) and overall system

throughput (about a 1000 times increase) [2], which means the need of a substantial spectral effi-

ciency increase. At the same time, the power efficiency should be maintained or even improved,

not only to have greener communications but also to cope with the billions of sensors that will

populate every place, that will require long battery lifetimes [1, 3]. To accomplish these require-

ments, one needs to employ new transmission techniques, with the most promising ones being

based on the massive Multiple-Input and Multiple-Output (m-MIMO) concept, together with the

transmission at millimeter Wave (mmWave) frequencies [3, 4].
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The adoption of mmWave transmission is interesting not only due to the vast bandwidth avail-

able, but also because of their small wavelength. In fact, with the wavelengths contained in

the range of 1 to 10 millimetres, the antennas become smaller, allowing small-sized transmit-

ters and receivers with a very high number of antenna elements and, therefore, enabling m-MIMO

implementations. In its turn, m-MIMO can be used to explore Spatial Multiplexing (SM) and

Beamforming (BF) gains, enabling the service of multiple users with high bit-rates while reducing

interference and/or increasing coverage [5]. However, mmWave frequencies present considerable

challenges regarding propagation (high propagation free-space path losses, small diffraction ef-

fects and almost total absorption losses due to obstacles) and implementation difficulties, both at

the analogue and digital domains (e.g., Digital-to-Analogue Converter (DAC) and Analogue-to-

Digital Converter (ADC) design, efficient amplification, signal processing requirements for equal-

isation and user separation, etc.), which can be particularly challenging for m-MIMO systems [6].

Besides that, power and spectral efficiencies could be conflicting, and different techniques must

be employed to achieve each one of them, which makes a significant challenge to combine them

with success.

One way to increase the spectral efficiency is by employing dense and large constellations,

such as 64-Quadrature Amplitude Modulation (QAM) or 256-QAM. However, not only larger

constellations have higher power requirements, but also the corresponding signals have larger

envelope fluctuations, requiring the use of linear amplifiers with higher back-off, which further

reduces the power amplifier efficiency. By employing single carrier schemes at uplink, such as

Single Carrier with Frequency Domain Equalisation (SC-FDE) [7, 8], instead of the commonly

used Orthogonal Frequency Division Multiplexing (OFDM) schemes [9, 10], we can reduce the

amplifier’s back-off, improving amplification efficiency. This is mainly because SC-FDE signals

have lower envelope fluctuations than OFDM schemes based on similar constellations. Nonethe-

less, SC-FDE signals still present substantial envelope fluctuations and a relatively high Peak-

to-Average Power Ratio (PAPR), especially for large constellations and/or when the signals are

filtered to have compact spectrum. This means that a quasi-linear amplifier is required (e.g., a

class A or B amplifier), which are more difficult to implement and have much lower amplifica-

tion efficiency than strongly non-linear amplifiers (such as class D amplifiers). PAPR reduction

using Magnitude Modulation (MM) techniques [11, 12] and linear amplification schemes based

on the use of multiple ideally grossly Non-Linear Amplifiers (NLAs) [13] could be one solution

to improve the power efficiency of the system. Another solution is the decomposition of the large
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constellations into a sum of Binary Phase Shift Keying (BPSK), Quadrature Phase Shift Key-

ing (QPSK) or Offset Quadrature Phase Shift Keying (OQPSK) components [14, 15] that present

a reduced dynamic range and can be separately amplified without distortion (or with reduced dis-

tortion) by different NLAs [16], allowing a more efficient amplification while maintaining the

same spectral efficiency.

To tackle the effects of the transmitter’s impairments (e.g. non-linear amplification distor-

tion, MM distortion or correlation between antenna elements) and the multipath characteristics of

the mmWave channel, as well as, to perform user separation, Iterative Block Decision Feedback

Equalisation (IB-DFE) can be used. IB-DFE receivers [8] present good results, but with some

problems yet, such as poor performance with offset modulations due to the interference between

in-phase and quadrature components [17]. Moreover, when performing digital processing, they

become too complex for m-MIMO schemes since they require matrix inversions for each sub-

carrier and each iteration. Hence, there is a need to develop receivers that do not require matrix

inversions, while still able to achieve good performance.

At last, although the previously mentioned techniques have already been very well studied, it

should be mentioned that their combination with m-MIMO at mmWave is not trivial, and there

are still some problems to solve at power amplification and signal processing levels. In that sense,

we propose a new multilayer multi-user m-MIMO architecture at mmWave bands using SC-FDE

schemes for uplink scenarios, with a generic representation presented in Fig. 1.1.

Precoding

Hybrid digital-analog processing

Three-Layer Antenna Transmitte
r

Multi-user detection
Two-Layer Antenna Receiver

Hybrid analog-digital processing

TRANSMITTER RECEIVER

∼λ/2
λ/2

Figure 1.1 Generalised multi-user m-MIMO architecture at mmWave bands for SC-FDE schemes.
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1.2 Objectives

The goal of this thesis is to design and evaluate transceivers with reduced complexity and

high efficiency that are suitable for broadband wireless communications at mmWave frequencies

targeting future 5G wireless communications systems deployment. To achieve it, the objectives of

this thesis are:

1. Design a mmWave m-MIMO system using large and dense constellations, Nyquist filter-

ing close to the minimum band for high spectral efficiency, and signals with low envelope

fluctuations for high power efficiency while maintaining low complexity.

2. Design a transmitter able to deal with large constellations by splitting them as a sum of

OQPSK-type signals with a reduced dynamic range.

3. Design of low complexity receivers using Frequency Domain Equalisation (FDE) that tackle

the effects of offset constellations, the transmitter’s impairments (e.g. correlation between

antenna elements), the multipath characteristics of the mmWave channel and, most impor-

tant, able to separate SM’s data streams.

4. Performance evaluation and optimisation of the proposed techniques, theoretically and by

simulation.

1.3 Outline

This thesis is organised into 6 chapters: Introduction, Fundamental Concepts, A new mul-

tilayer MIMO architecture at mmWave bands, Iterative receivers for m-MIMO, m-MIMO with

offset constellations and Conclusions and Future Work. Following, a brief summary of each chap-

ter’s contents is presented:

• Chapter 2 - Fundamental Concepts

The fundamental concepts to build the new proposed architecture are presented. mmWave

and m-MIMO are the key technologies to the next generation systems. To build systems

based on these concepts, we study channels models, including the channel model pro-

posed for this thesis and presented in [18], band limit transmission, amplification and linear

equalisers. This study is the starting point to the understanding of our new architecture.
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• Chapter 3 - A new multilayer MIMO architecture at mmWave bands

A multilayer massive MIMO architecture for broadband mmWave communications is pro-

posed [19–22] and its benefits and challenges are explained. It can employ highly-efficient,

low-cost saturated amplifiers with any constellation, even large QAM constellations or other

dense constellations with high spectral efficiency. Different approaches to improve the

power efficiency of the system are addressed: MM techniques and decomposition of high

level constellations. Also, for MM, a Bit Error Rate (BER) analysis is performed for both

flat fading and time-dispersive channel scenarios, resulting in simpler formulas to evaluate

systems where MM is used to improve the power amplifier’s efficiency [23].

• Chapter 4 - Iterative receivers for m-MIMO

Frequency domain iterative detection schemes based on Maximum Ratio Combining (MRC)

and Equal Gain Combining (EGC) concepts, which do not require matrix inversions, and

suitable for m-MIMO systems employing SC-FDE modulations are proposed [18]. The op-

eration at mmWave allows the use of m-MIMO schemes with hundreds of antennas. Since

the channel matrix dimensions grow with the number of antennas, conventional Multiple-

Input and Multiple-Output (MIMO) detection schemes can become too complex as the num-

ber of antennas is increased, namely due to the need to invert high dimension matrices. For

this reason, m-MIMO schemes should employ simple techniques to separate data streams

that avoid matrix inversions inherent to conventional MIMO receivers. Performance results

show that low complexity techniques can approach the Matched Filter Bound (MFB) with

just a few iterations, even with significant correlation between different antenna elements.

• Chapter 5 - m-MIMO with offset constellations

Receivers for offset constellations are developed. Offset constellations designed to have

either an almost constant envelope or being decomposed as the sum of constant-envelope

signals, allow the use of strongly non-linear power amplifiers, improving system’s power

efficiency. Receivers for these type of signals have been developed in [17, 24], but only

for Single-Input and Single-Output (SISO) schemes. Here, this previous work is extended,

giving rise to conventional IB-DFE and pragmatic receivers for MIMO schemes. Moreover,

new MRC and EGC based receivers are proposed to lower the complexity of the equali-

sation process. These new receivers are designed and evaluated in [25], where it is also
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shown that low complexity receivers can have excellent performance/complexity trade-off

in m-MIMO scenarios, making them particularly interesting for future wireless systems op-

erating at mmWave bands.

1.4 Research contributions

The research of this thesis has resulted in 1 patent application, 3 journal articles and 10 articles

in proceedings of international conferences with the achievement of the following contributions:

• A new multilayer m-MIMO architecture at mmWave bands that results in 1 patent applica-

tions, submitted in the USA and in Portugal, and 3 international conference articles.

1. P. Bento, P. Carvalho, R. Dinis, M. Gomes, and V. Silva, “Transmission method with

double directivity,” USA PPP USPTO 15 330 968 (Pending), Jan, 2015

2. P. Bento, P. Carvalho, R. Dinis, M. Gomes, and V. Silva, “Método de Transmissão com

dupla directividade,” Portugal PPP PT 108 149A, Jan, 2015

3. R. Dinis, P. Montezuma, P. Bento, M. Gomes, and V. Silva, “A multi-antenna tech-

nique for mm-wave communications with large constellations and strongly nonlinear

amplifiers,” in Microwave Conf. (GeMiC), 2015 German, Mar 2015, pp. 284–287

4. R. Dinis, P. Montezuma, P. Bento, M. Gomes, and V. Silva, “A Massive MIMO Archi-

tecture for Highly Efficient mm-Wave Communications with Saturated Amplifiers,” in

International Conf. on Electronics, Information, and Communication, Jan 2015

5. R. Dinis, P. Carvalho, P. Bento, M. Gomes, and V. Silva, “Linear Amplification with

Multiple Amplifiers and Antennas,” in IASTED International Conf. on Modelling,

Identification and Control - MIC, vol. 1, February 2016, pp. 1–5

• Low complexity receivers for offset constellations in m-MIMO scenarios at mmWave bands,

resulting in 2 journal articles, one of them as first author, and 1 in an international confer-

ence. In the conference article, it was also presented the channel model proposed for this

thesis.

6. P. Bento, A. Pereira, R. Dinis, M. Gomes, and V. Silva, “Low complexity equalisers

for offset constellations in massive MIMO schemes,” IEEE Access, June 2019
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7. A. P. S. Silva, P. Bento, M. Gomes, R. Dinis, and V. Silva, “Complexity Analysis of

FDE Receivers for Massive MIMO Block Transmission Systems,” IET Communica-

tions, vol. 13, pp. 1762–1768, July 2019

8. P. Bento, A. Pereira, R. Dinis, M. Gomes, and V. Silva, “Frequency-Domain Detec-

tion without Matrix Inversions for mmWave Communications with Correlated Massive

MIMO Channels,” in 2017 IEEE 85th Vehicular Technology Conference (VTC Spring),

June 2017, pp. 1–5

• A simple BER expression for MM signals in both flat fading and time-dispersive channel

scenarios, that results in 1 journal article as first author. Moreover, the study of MM also

results in another 2 international conference articles about a ring-type MM suitable for offset

signals.

9. P. Bento, A. Pereira, M. Gomes, R. Dinis, and V. Silva, “Simplified and accurate BER

analysis of magnitude modulated M-PSK signals,” IET Communications, vol. 13, pp.

1443–1448, June 2019

10. A. Simões, P. Bento, M. A. C. Gomes, R. Dinis, and V. Silva, “Efficient LINC Ampli-

fication for 5G Through Ring-type Magnitude Modulation,” in IEEE GC 2015 Work-

shop on Mobile Commun. in Higher Frequency Bands (MCHFB) (GC’15 - Workshop

- MCHFB), San Diego, USA, Dec. 2015

11. A. Simoes, P. Bento, M. Gomes, R. Dinis, and V. Silva, “Ring-Type Magnitude Modu-

lation for OQPSK: Enabling NL-Amplification of Spectral Efficient Signals,” in 2016

IEEE 83rd Vehicular Technology Conference (VTC Spring), May 2016, pp. 1–5
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2
Fundamental Concepts

The evolution of wireless system communications leads to new challenges. From the 4th

Generation (4G) to the 5th Generation (5G), these challenges are related to multiple capabilities

presented in Fig. 2.1 [34]. This diagram makes clear that 5G systems are supposed to have much

higher capacity and spectral efficiency requirements than current systems. Many techniques are

independently emerging to fulfil these requirements, with the mmWave communications alongside

m-MIMO and small-cell (pico and femto) deployment being expected to be a crucial part of 5G

systems [2, 3]. Therefore, in this chapter, it will be presented the fundamental concepts that will

be used in the design of the new architecture proposed in this thesis. First, a brief description of

mmWave bands’ features is presented. Then, MIMO concepts [4, 5] are studied, followed by the

description of channel types. Also, band limited transmission, as well as, amplification topics are

described. Finally, some linear equalisers are presented. This previous knowledge provides a valu-

able starting basis to tackle the different degrees of freedom for achieving conflicting requirements

on mmWave, as high spectral and power efficiency, and affordable complexity.
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Fundamental Concepts

99.99%
2
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Figure 2.1 Comparison diagram of 4G and 5G capabilities [34].

2.1 Millimeter Wave

The transmission of broadband wireless signals using mmWave bands, i.e., frequencies in 30

GHz to 300 GHz range, is motivated by the wide available spectrum and the small wavelengths that

allows the use of m-MIMO techniques. At mmWave bands, available spectrum can be 10x to 100x

larger than in the actual operating frequencies below 10 GHz [2, 3, 35]. This increase depends on

the bands considered. If one looks at 28, 38 and 72 GHz bands alone (bands being considered for

cellular traffic), one can see over of 10 GHz of available spectrum, while above 100 GHz it can

almost reach hundreds of GHz. Thus, comparing these values with the spectrum of less than 1

GHz actually allocated for all the world’s cellphones, it may be concluded that the achievement

of higher data rates desired by consumers in the next generation wireless communication systems

is possible. Observing Fig. 2.2 that represents the radio spectrum of the United States (but it is

similar for other countries) [35], one can see that all the bandwidth of actual wireless systems fits,

in fact, into the unlicensed 60 GHz band (shaded areas have similar spectrum).
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Figure 2.2 Wireless spectrum used by commercial systems in the USA. Each row represents a
decade in frequency. Other countries in the world have similar spectrum allocations [36].

Although the first mmWave communication system was developed in 1895 [37], mmWave

transmission only became attractive in the last decade with the advancements and price reduc-

tion of integrated mmWave analogue circuits, baseband digital memory and processors. Hence,

mmWave wireless communications are currently being seen as alternatives to wired connections

in data centres and as replacement of wired interconnects on chips, as well as, vehicular, cellular

and aerospace applications [35].

However, mmWave transmission presents relevant problems like high free-space path losses,

minimal diffraction effects and huge losses due to obstacles’ absorption [2, 35]. These problems

occur because the wavelengths at mmWave frequencies are so small that most objects in the phys-

ical environment are enormous relative to them. Also, the molecular constituency of air and water

plays a significant role in the free space distances achievable, as well as, the weather, such as rain

or snow. Therefore, depending on the frequency, the free space loss will vary as shown in Fig.

2.3. For indoor scenarios, things like moving objects, the presence of people, room dimension or

furniture can influence the signal. Fortunately, one can use highly directional multiple elements

antennas to overcome some of this limitations constraints [4, 35], as will be seen later. Because

of these differences between different frequency bands, some of them (marked with yellow dotted
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bubbles), look especially promising for next generation cellular systems since they have a low free

space attenuation, while others (marked with green dashed bubbles) with higher free space losses,

look suitable for short-range networks enabling highly frequency reuse [2, 35].
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Figure 2.3 Attenuation of free space propagation due to absorption in the air at sea level across
the frequency spectrum. The grey solid bubble shows the small attenuation in the air for current
wireless networks, while other bubbles show interesting attenuation characteristics that can be
exploited at mmWave [35].

Nonetheless, it should be mentioned that some of mmWave apparently impairments, such

as high free-space path losses, minimal diffraction effects and huge losses due to obstacles’

absorption, can in fact be used as advantages due to some sort of existing symbiosis between

mmWave and the use of m-MIMO techniques and small-cell networks [38]. On the one hand,

mmWave small wavelengths allow small-sized transceivers with a large number of antenna ele-

ments [35, 38], enabling m-MIMO schemes that can be leveraged by either using SM and/or BF

[4] as will be explained in section 2.2. On the other hand, due to the increased path loss, mmWave

signals have limited range, allowing higher frequency reuse, which leverages the deployment of

small cells networks [2]. Moreover, the high reflection effects can be used to improve coverage.

2.2 MIMO concepts

Multiple-Input and Multiple-Output (MIMO) is a technique first presented in the 90s [39] that

use multiple antennas at the transmitter and the receiver in order to achieve significant gains in

capacity, coverage and/or reliability [5]. Due to its powerful performance-enhancing capabilities,

12



2.2 MIMO concepts

it has rapidly gained in popularity over the past decade. These capabilities come from:

• Spatial Diversity (SD) - used to fight against fading channels, improving the quality and

reliability of reception through the use of redundancy in the system. For this purpose, mul-

tiple copies (ideally independent) of the signal are transmitted by different antennas to the

receiver, with each one of the receiver’s antennas receiving the contributions from all trans-

mitter’s antennas. These multiple replicas improve the probability of at least one copy of the

signal reaches the receiver without suffering deep fades while enables the use of efficient

equalisation techniques that explore the diversity of the system through the proper combi-

nation of the received copies [7]. The spatial diversity order of the system is defined as

the number of independent links between the transmitter and the receiver, i.e., NT ×NR,

with NT and NR being the transmitter’s and receiver’s antennas, respectively. It is straight-

forward to conclude that, the higher is the spatial diversity order, the more reliable is the

system.

• Spatial Multiplexing (SM) - SM techniques add an additional degree of freedom to ex-

plore MIMO systems, both at serving a single or more users, where throughput gains can

be achieved through diversity by transmitting simultaneously and in parallel different bit

streams on the same Radio Front-end (RF) channel through different antennas [4]. There-

fore, the SM gain is less than or equal to min{NT ,NR}, limited by the rank of the channel

matrix. For SM to work well, the correlation between different channels should be low

enough to allow efficient user/stream separation, both when this separation is performed at

the transmitter side (through precoding techniques [6]) or the receiver side (through equali-

sation techniques [7, 40]). SM is particularly interesting for the implementation of m-MIMO

schemes at mmWave bands with multiple users.

• Beamforming (BF) - BF [4, 5] results from the coherent combination of multiple signals

transmitted/received by multiple antennas to increase the receive Signal-to-Interference plus

Noise Ratio (SINR) at the desired receivers while minimising it for undesired receivers. The

system becomes more robust to noise, leading to an improvement in the coverage and the

range of the wireless network.

At the transmitter, BF is performed sending the same information on each antenna, but with a

variation in the amplitude and/or the phase in the signal of each antenna. With this variation,
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the radiation pattern of the overall antenna array can be shaped and directed depending on

the number of antenna elements, as shown in Fig. 2.4.

In a receiver employing BF, determining the phase of hundreds of antenna elements at

receiver arrays to ensure the quality of communication, i.e. with a high SINR, can become

a very difficult problem to solve. A possible solution is the use of meta-heuristics as we

showed in [30].
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Figure 2.4 Comparison of the radiation pattern obtained with different number of antennas when
performing BF: (a) 1 isotropic antenna (no BF); (b) 2 antennas; (c) 4 antennas. Note that as more
the antennas, more directive is the main lobe.

Although all these benefits are usually not exploited simultaneously, some combinations of

them can improve the capacity, coverage and/or reliability of the network depending on the in-

tended goals. Therefore, systems using MIMO are being recommended to use in the present,

e.g. Wi-Fi, 3rd Generation (3G) and 4G [5], and future wireless communications, such as 5G

[4, 19, 21, 22]. Furthermore, the use of mmWaves in 5G systems, allows the use of m-MIMO

schemes (i.e. hundreds of antennas in both sides) with huge SM and BF gains, as mentioned

before.

2.2.1 SISO vs. MIMO

First of all, the differences between SISO and MIMO systems and their advantages and draw-

backs should be understood. While a SISO system can be represented as in Fig. 2.5, a MIMO

system with two links is represented as shown in Fig. 2.6. As at receivers arrive signals from all

the transmitters, it is clear that the maximum bit rate of the overall system can be bigger in MIMO

than in SISO systems, when similar channels and links are considered.
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Tx Rx
h

Figure 2.5 Representation of a SISO channel.

Tx1 Rx1

Tx2 Rx2

h(1,1)

h(2,2)

Figure 2.6 Representation of a MIMO channel.

If a narrowband frequency flat fading channel without time dispersion is considered, the con-

tinuous time domain signal at the SISO receiver for a specified instant [41] is given by

yτ = hτ ∗xτ +nτ , (2.1)

where xτ and yτ are, respectively, the continuous time transmitted and the received signals, hτ is

the channel impulse response, nτ is the Additive White Gaussian Noise (AWGN) and ’∗’ denotes

the convolution operator. While for MIMO, the equivalent representation is given by

yτ = Hτ ∗xτ +nτ , (2.2)

where yτ and xτ are column vectors containing the signals at the receivers and the transmitters,

respectively, nτ is the channel noise vector, and Hτ = h
(r,t)
τ is a matrix with all the time domain

channel responses between each pair of transmitting and receiving antennas, where h
(r,t)
τ denotes

the channel response between transmitting antenna t and receiving antenna r. Hτ is also called

channel information matrix.

Both in SISO and MIMO, if the channel response is known, it is easy to obtain an estimation of

the transmitted signal from the received signal. Unfortunately, real channels contain a combination

of noise, multipath propagation, selective frequency fading, scattering or Doppler shifts, as well as,
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the transmitted signals’ power decreases with the distance travelled [5, 42]. These phenomenons

could become more problematic for MIMO than for SISO due to the number of transmitting

signals, that increases the complexity of the channel information matrix. On the other hand, these

effects allow the exploitation of diversity, increasing the channel capacity and obtaining better

performance [5, 41].

2.2.2 MIMO challenges at mmWave bands

By combining small cells with m-MIMO systems, one could employ directional BF to boost

the received power signal to offset mmWave considerable propagation losses and increase cell

coverage and/or accommodate a large number of co-channel users (multi-user m-MIMO), by re-

ducing inter-cell interference while granting high frequency reuse [3, 4, 43]. The beams can also

be steered in various directions to exploit reflections and scattering from objects for maximal sig-

nal strength while coherently aligning the received waveforms [44].

Although the usage of mmWave is particularly suitable for the implementation of m-MIMO,

there are issues preventing easy scalability of the designs of conventional MIMO. It is not practical

to associate an RF chain with every antenna element and perform all the processing in the digital

domain when the number of antennas is very high [4, 6]. The need for high resolution and power

consuming ADCs per RF chain at the receiver side increases the power consumption [6, 38].

Moreover, the optimum design of multi-user m-MIMO systems is too complicated since it involves

operations with huge matrices. Therefore, some grouping will be needed with part of the BF

performed at the RF level using analogue phase shifters and/or variable gain amplifiers [6, 45].

Furthermore, in order to system support SM and BF, precoding can be used [6, 35, 46]. Pre-

coding means that multiple BF vectors are used, one for each stream to be transmitted [35]. As

BF is performed in both analogue and digital domain, hybrid precoding must be used [6, 35], with

some of the precoding being performed in digital and some performed in analogue.

2.3 Channel Models

In this section, the MIMO channel models used in this work to evaluate SC-FDE schemes,

such as the one illustrated in Fig. 1.1, are presented. The channel models will be defined in the

frequency domain given that within the multilayer m-MIMO architecture proposed in this work,

the equalisation techniques developed are carried in that domain.
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Assuming a block-based transmission and a sampling rate of 1/Ts, where Ts is the symbol’s

duration, the block of discrete symbols transmitted by the t-th antenna is {x(t)n ;n=0, . . . ,Nblock−1},

and the block of discrete symbols received by the r-th antenna becomes {y(r)n ;n=0, . . . ,Nblock−1}.

Then, applying a Discrete Fourier Transform (DFT) of Nblock points, the following signals are ob-

tained

Xk=
[
X

(1)
k . . .X

(NT )
k

]T
with {X(t)

k ;k=0, . . . ,Nblock−1}=DFT{x(t)n ;n=0, . . . ,Nblock−1} (2.3)

and

Yk=
[
Y

(1)
k . . .Y

(NR)
k

]T
with {Y (r)

k ;k=0, . . . ,Nblock−1}=DFT{y(r)n ;n=0, . . . ,Nblock−1} (2.4)

The received frequency domain signals in a MIMO scheme can be expressed by

Yk = HkXk+Nk, (2.5)

where Nk = [N
(1)
k . . .N

(NR)
k ]T denotes the discrete channel noise in the frequency domain and Hk

is the NR×NT channel matrix for the k-th frequency, and it is represented by

Hk =




H
(1,1)
k · · · H

(1,NT )
k

...
. . .

...

H
(NR,1)
k · · · H

(NR,NT )
k


 . (2.6)

2.3.1 Additive White Gaussian Noise (AWGN) model

The simplest channel model that can be considered is the AWGN one. The AWGN channel

only adds Gaussian noise to the signal accordingly the Signal-to-Noise Ratio (SNR), i.e., there is

no gain neither phase distortion introduced by the channel and H
(r,t)
k = 1 for every k and every

pair (r, t). This model is mainly used for line of sight transmissions, but not for scenarios with

reflections. However, mainly in SISO, it is very often used as benchmark in the comparison of

methods or for validation of simulation results because its theoretical expressions are, in general,

easy to obtain. For MIMO schemes with a similar number of transmission and reception antennas,

it is not interesting because there is no diversity gain.
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2.3.2 Time-dispersive model

A more interesting model for MIMO schemes is the time-dispersive one [47]. This kind of

channels assumes that the transmitted signals suffer multipath propagation, i.e., the transmission is

reflected or diffracted in different surfaces, originating many rays with different gains and delays.

These features could attenuate a signal frequency or delay it until being undetectable or could

amplify it in such a way that will surpass all the others, for this reason, it is also known as frequency

selective channel. There are several models to describe a time-dispersive channel, and in this work,

the chosen one [47] is characterised by

H
(r,t)
k =

Nray

∑
i=1

α
(r,t)
i e−j2πkτi , (2.7)

where Nray is the number of multipath components, α(r,t)
i is the gain of the selective path i for the

antenna pair (r, t) and τi is the delay of selective path i.

2.3.3 mmWave clustered model

The propagation characteristics of mmWave channels combined with the high number of an-

tennas presented in m-MIMO schemes make the models used for traditional MIMO in current

frequency bands inaccurate. Therefore, in [18], we proposed a mmWave clustered model em-

bodying SM and BF gains, following the idea of a channel with clusters presented in [48]. It is

possible to integrate these gains due to the use of different antenna arrangements at the receiver.

The antennas can be grouped in linear arrays of Rb antennas for BF purposes with high correlation

indexes between them, or they can be arranged in Ru groups away from each other, allowing SM

with low correlation between antennas and a more straightforward user separation. These two

different arrangements can also be combined and used simultaneously as shown in Fig. 2.7.

Rb antennas

Ru groups

high correlation low correlation

Rb antennas Rb antennas Rb antennas

Figure 2.7 Example of the combination of two different arrangement of antennas in a horizontal
plan.

This model assumes that the transmitter sends to the receiver a signal with unitary power,
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that is split into Nray multipath components. These components can be grouped in clusters of

equal number of elements with similar delays and similar Angles of Arrival (AoA). Then, Nray =

Nray_clu ×Nch_clu, where Nray_clu is the number of multipath components, i.e., rays, in each

cluster and Nch_clu is the number of clusters. Fig. 2.8 presents an example of a channel realisation

following this model, where, for the sake of simplicity, only one transmission antenna is shown.

Tx t

mMIMO 
Receiver

Cluster
with 4 rays

ρλ
u

ρu

Figure 2.8 Example of one channel realisation following the clustered model considering one
transmission antenna that produces Nch_clu = 3 clusters of Nray_clu = 4 multipath components
each one.

Although the clusters are formed assuming similar delays and similar AoA for all rays, there

are small differences between them. These differences can be neglected concerning AoA. There-

fore, the AoA is defined by {θc;c= 1,2, . . . ,Nch_clu}, and the AoA vector linked to the t-th

transmission antenna is defined by

θθθ(t)=


θ

(t)
1 , . . . ,θ

(t)
1︸ ︷︷ ︸

Nray_clu

,θ
(t)
2 , . . . ,θ

(t)
2︸ ︷︷ ︸

Nray_clu

, . . . ,θ
(t)
Nch_clu

, . . . ,θ
(t)
Nch_clu︸ ︷︷ ︸

Nray_clu




T

(Nray×1)

. (2.8)

However, small differences in delays can significantly influence the performance of the re-

ceiver. In this case, it is considered that τc is the delay of the first ray of the c-th cluster and the
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delay of the other rays within the cluster are linear related and can be computed based on affine

function with parameter ε corresponding to the minimal difference between rays. Thus, the delay

vector linked to the t-th transmission antenna is

τττ (t)=
[
τ
(t)
1 , τ

(t)
1 +ε, . . . , τ

(t)
1 +

(
Nray_clu−1

)
ε, . . . , τ

(t)
Nch_clu

, τ
(t)
Nch_clu

+ε, . . . , τ
(t)
Nch_clu

+
(
Nray_clu−1

)
ε
]T
(Nray×1)

. (2.9)

On the receiver side, it is assumed that there are NR antennas arranged in Ru groups of Rb

antennas. The Ru groups are away from each other assuring low correlation between them, and the

Rb antennas compose a linear array for BF purpose having high correlation indexes between each

other. To each one of these NR antennas reaches Nray rays, whose path-gain must be computed.

Let α(ru,rb,t)
i denotes the path gain of i-th ray created by the t-th transmission antenna when

reaches the rb-th antenna in the ru group. Based on α
(1,1,t)
i modelled as a random complex gain

that follows a normal distribution with power P1,1 = 1/Nblock, where P1,1 is the normalised power

of the first transmitted ray by the first transmission antenna, it is possible to compute all other path

gains with low computational effort.

As in practice, it is not possible to ensure that the correlation between groups is zero because

they are in the same space, the gain of the first antenna of each ru group can be related to the

gain of the first antenna of the other groups. Using the Bussgang theorem [49], α(ru,rb,t)
i can be

decomposed into two components: one related to α
(1,1,t)
i by the correlation factor between groups,

ρu, and a random component. Thus, it is expressed by

α
(ru,rb,t)
i = α

(1,1,t)
i ×ρu+µ2, (2.10)

where

µ2 ∼N
(
P1,1 ×

(
1−|ρu|2

))
. (2.11)

It is assumed that ρu is the same between every two adjacent groups, i.e., ρu is constant.

Moreover, the gain of antennas within the same cluster can be computed using the equation of

the array factor. Hence, the gain of antenna rb at cluster ru is given by

α
(ru,rb,t)
i = α

(ru,1,t)
i ×e−j2π d

λ (rb−1)cosθ(t)i , (2.12)

where d is the distance between the array elements and λ is the wavelength.
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Finally, these gains produce a matrix αααNR×Nray and the channel impulse response for the k-th

frequency between the antenna pair (ru, rb, t) is given by

H
(ru,rb,t)
k =

Nray

∑
i=1

α
(ru,rb,t)
i e−j2πkτ (t)i . (2.13)

The previous equations define one of the many possible ways to represent a mmWave channel

combined with m-MIMO schemes, and it is the one used in in the further chapters for the BER

performance comparison of the different proposed techniques.

2.4 Band limited transmission

Pulse shaping [47, 50] is usually required to limit the bandwidth of the signal to transmit to the

available channel bandwidth and to make the spectrum go down quickly outside of the passband by

reducing the amplitude of the sidelobes, thus avoiding/minimising the inter-channel interference.

Nevertheless, the pulse shaping filter should respect the Nyquist criterion in order to prevent Inter-

Symbol Interference (ISI) [47], i.e., at time instants multiples of the symbol period Ts, the pulse

shaping impulse response should be zero. Many different pulses satisfy this criterion, and between

them, an obvious choice is the rectangular pulse in the time domain, that ensures constant envelope

signals for M -Phase Shift Keying (PSK) modulations but presents poor spectral characteristics due

to their high sidelobes [50] of the sinc frequency response. Therefore, other options must be taken

into account, such as the half-cosine, filtered half-cosine or raised cosine pulses [47, 50]. Fig. 2.9

presents the typical time impulse response of these windows, while their spectrum is shown in Fig.

2.10.

2.4.1 Half-cosine

A half-cosine pulse respecting the Nyquist criterion is defined as

pτ = cos(πτ/Ts), |τ | ≤ Ts

2
, (2.14)

where Ts is the symbol period.

This kind of pulses is mostly used in Minimum Shift Keying (MSK) modulations [50], where

the quadrature component is shifted, such as for OQPSK type signals. Even though they present
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Figure 2.9 Comparison of the behaviour of several pulse shaping filters in the time domain.

a large bandwidth, as could be seen in Fig. 2.10, they are an acceptable choice for pulse shaping.

This choice is supported by the achievement of constant or almost constant envelope signals, while

the energy of their sidelobe is 10 dB lower than the rectangular pulse, improving the spectral

efficiency without deteriorating the power efficiency.

2.4.2 Filtered Half-cosine

One hay to improve the half-cosine pulse is filtering it with a Gaussian filter expressed by

gτ =

√
πBz√

− ln
√

0.5
eπ

2τ 2B2
z/(ln

√
0.5), (2.15)

where Bz is the -3 dB bandwidth. Looking at Fig. 2.10, one could see that there is a reduction

of almost 30 dB in energy of the main sidelobe while maintaining the constant envelope. Usually,

it is used for Gaussian Minimum Shift Keying (GMSK) signals, presenting an attractive power

efficiency and slightly improving the spectral efficiency [50], but still presenting bandwidth sub-

stantially above the minimum Nyquist band. Moreover, it does not respect the Nyquist criterion

as could be observed in Fig. 2.9, requiring a powerful equalisation to mitigate ISI [50].

2.4.3 Raised Cosine

To improve spectral efficiency, one could employ a Nyquist pulse shaping Filter (NF) with

bandwidth close to the minimum band using Raised Cosine (RC) or Root Raised Cosine (RRC)
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Figure 2.10 Comparison of the spectrum of several pulse shaping filters.

[47, 50, 51]. These pulses belongs to the same family, and they are designed in the frequency

domain with characteristics depending on the roll-off factor β. In Figs. 2.9 and 2.10, it is possible

to see an enormous bandwidth reduction, but with the cost of increased envelope fluctuations in

the time domain of the filtered signal.

The frequency response of the RC pulse filter is expressed by

Pf =





Ts 0 ≤ |f | ≤ (1−β)/2Ts

Ts
2

(
1− sin πTs

β

(
f − 1

2Ts

))
(1−β)/2Ts < |f |< (1+β)/2Ts

0 |f | ≥ (1+β)/2Ts

, (2.16)

where β is the roll-off factor, i.e., the excess bandwidth considered with respect to the minimum

Nyquist band, which is 1/2Ts. The frequency response of the RRC pulse filter is obtained by

applying a square root to the frequency response response of the RC, ensuring the Nyquist criterion

at the reception when perfect matched filtering occurs [47, 50].

The roll-off factor can vary between 0 and 1, with zero corresponding to the ideal Nyquist

filter rectangular pulse in the frequency domain and minimum bandwidth of 1/2Ts. Therefore, β

should be kept as lower as possible to improve the spectral efficiency. However, when β decreases,

the power of the sidelobes of the filter impulse response increases. This leads to an increase of

the envelope fluctuations of the filtered signal by the pulse shaping filter, and consequently of the
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signal’s PAPR and also to a decrease of performance in case of synchronisation errors [50]. In this

way, the main contribution for high PAPR on the transmitted signal comes from the pulse shaping

filter.

2.5 Amplification

In a transmitter system, the last stage is a RF module that is responsible for amplifying and

sending the signal. To have a reliable system, the RF module must have high spectral and power

efficiencies, as well as high linearity in order to ensure a low distortion of the transmitted signal,

which results in a low BER at the receiver [13].

2.5.1 Power Amplifier’s Efficiency

The main stage of the transmitter’s RF is the Power Amplifier (PA) whose linearity require-

ments critically affect the power efficiency of the system. The better the linearity of the amplifier

the lower is its efficiency. These two parameters are linked to the nature of the signal to transmit

(particularly to the signal’s PAPR) and are not independent of each other. Therefore, choosing the

PA class and its operating point must be a compromise between power efficiency and linearity.

There are many classes of linear amplifiers, each one with different characteristics. The linear

classes are A, AB and B. These classes are defined according to the conduction angle, i.e., the

number of degrees of linearity. Amplifiers of class A have a conduction angle of 2π, which

represents high linearity. However, they are the least efficient with a maximum power efficiency

of 25% [52]. As mentioned earlier, the higher the linearity, the lower the efficiency. Class B

has a conduction angle of π and class AB a conduction angle in ]π,2π[ [52] and, therefore, they

are more power efficient. Besides these three classes, there are others, like C and D, that are

strongly non-linear but presenting high power efficiency with values above 80% [53]. Due to the

high non-linearities that they introduce in the system, they are not so attractive for communication

systems. However, if signals with constant envelope are used, these classes of amplifiers could be

employed.

A typical input-output characteristic of a PA is illustrated in Fig. 2.11. In order to maximise

the efficiency of the PA, the operation point must be as close as possible to the saturation level [13].

However, near this point, PAs have a non-linear behaviour characterised by the 1dB compression

point. In this point, the gain of the amplifier is reduced by 1dB concerning the output power
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saturation level.

output power

input power

output saturation level

OBO

Pout,sat

Pout,avg

Pin,satPin,avg

Figure 2.11 Input-output power characteristic of a PA.

As signals with high PAPR can drive the PA into a non-linear region, the PA must be operated

with some amount of Input Back-Off (IBO) to shift the operating point to a linear region as it is

shown in Fig. 2.11. The IBO is the ratio between the input power at the saturation point of the PA,

Pin,sat, and the average power of the input signal, Pin,avg [54], and it is given in decibels by

IBO = 10log10

(
Pin,sat

Pin,avg

)
. (2.17)

Similarly, an Output Back-Off (OBO) is defined as the ratio between the output power at the

saturation point of the PA, Pout,sat, and the average power of the output signal, Pout,avg, and it is

given in decibels by

OBO = 10log10

(
Pout,sat

Pout,avg

)
. (2.18)

By proper adjust of the IBO and the OBO, it can be ensured that the amplified signal does not

exceed the saturation level, i.e., the signal is not clipped. However, the use of back-off decreases

the efficiency of the PA and, consequently, leads to significant energy losses.

The power efficiency of a PA, η, can be measured in two different ways: the power supply

efficiency, ηPSE , and the power-added efficiency, ηPAE [54]. The first one is defined as the ratio

between the output power, Pout, and the PA’s power consumption, PPC , i.e., as

ηPSE =
Pout

PPC
. (2.19)
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However, ηPSE does not depend on the input power, and it is, therefore, an optimistic view of

the efficiency of the PA. Alternatively, ηPAE , that takes into account the input power, Pin, and is

defined by

ηPAE =
Pout−Pin

PPC
, (2.20)

is a more suitable measure.

Equations (2.19) and (2.20) are only valid for signals with constant envelope. For signals with

a non-constant envelope, the time-average efficiency is

η =
∫ b

a
η(τ)dt, (2.21)

with [a,b) representing the interval where the signal is defined.

2.5.2 Peak-to-Average Power Ratio (PAPR)

To define the IBO it is necessary some kind of measure for the envelope fluctuations. Peak-to-

Average Power Ratio (PAPR) is a standard measure with hundreds of works addressing its use and

the ways to reduce it [55, 56]. If IBO is lower or equal to PAPR, it is ensured that the amplified

signal will not suffer distortion on the amplification process.

The PAPR can be defined for both continuous time and discrete time signals and it is measured

in the time domain. For a continuous time signal, PAPR of a symbol is defined as the ratio of the

maximum instantaneous power to the average power [55, 56] and it is mathematically expressed

as

PAPR (xτ ) =

max
0≤τ<T

|xτ |2

1
Ts

Ts∫
0
|xτ |2dt

, (2.22)

where Ts is the symbol period.

In discrete time, the PAPR of a symbol is expressed as

PAPR (xn) =

max
0≤n≤Nblock−1

|xn|2

E
[
|xn|2

] . (2.23)

If PAPR is limited to a certain level, envelope fluctuations will be limited too and it is possible

to improve the amplifier’s efficiency. Therefore, lots of research has been made to reduce PAPR

[55, 56]. However, it should be taken into account, that PAPR reduction techniques in general
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do not preclude the necessity of using linear amplification, although allowing for considerable

improvement on the front-end power efficiency by considerably reducing amplifiers’ back-off re-

quirements [57]. In fact, the dynamic range of the envelope remains high because in general, the

envelope runs from zero to its maximum value (note that a signal can have a very low PAPR, close

to 0 dB, and still possess an extensive dynamic range, e.g. consider a signal that is “1” almost all

time and goes to “0” with a very small probability). Therefore, the reduction of the dynamic range

becomes vital and MM [11, 12, 58, 59] is one of the techniques that allows this reduction, as it

will be seen ahead.

2.5.3 Power Amplifier Models

In the previous subsections, it was discussed the loss in efficiency at the PA upon the ampli-

fication of non-constant envelope signals. This loss occurs in order to prevent the introduction of

non-linearities in the system that appear when leading the PA into saturation. Therefore, it is nec-

essary to find a way to quantify non-linearities and reduce them. However, to study this problem,

PAs’ characteristics must be modelled.

Several mathematical models have been proposed to mimic the characteristics of the different

non-linearities that the PA might introduce. In this work, the Solid State Power Amplifier (SSPA)

model [60, 61] and the hard-limiter are studied.

Considering that the input of the PA is

xPA
τ =

∣∣xPA
τ

∣∣ejϕPA
τ , (2.24)

where
∣∣xPA

τ

∣∣ and ϕPA
τ are the amplitude and the phase of the input signal, respectively, a PA

is usually modelled by the functions Amplitude Modulation/Amplitude Modulation (AM/AM)

conversion, G(.), and the Amplitude Modulation/Phase Modulation (AM/PM) conversion, Φ(.),

with the PA’s output being given by

yPA
τ =G

(∣∣xPA
τ

∣∣)ej(ϕPA
τ +Φ(|xPA

τ |)) , (2.25)

i.e., the gain G(.) and the phase shift Φ(.) of the output signal depend on the envelope of the

input,
∣∣xPA

τ

∣∣, and these functions model the non-linearities of the PA.
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For the case of the SSPA [60] model,

G
(∣∣xPA

τ

∣∣)= α0
∣∣xPA

τ

∣∣
(

1+
(
|xPA

τ |
xsat

)2pamp
)1/2pamp

, (2.26)

and

Φ
(∣∣xPA

τ

∣∣)≈ 0 , (2.27)

where α0 is the amplifier’s gain, xsat the saturation level of the PA and pamp a parameter that

controls the sharpness of the AM/AM characteristic curve as can be seen in Fig. 2.12.
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Figure 2.12 AM/AM curves for the SSPA model with different values of the sharpness parameter
pamp.

For the case of the hard-limiter model, the information contained in amplitude is lost, with the

AM/AM characteristic becoming

G
(∣∣xPA

τ

∣∣)= constant. (2.28)

The phase of the signal does not suffer distortion, with the AM/PM characteristic being also

given by (2.27).

SSPA model is used in many communication scenarios [61, 62]. For that reason, it is a suitable

choice when studying the effects of non-linearities and how to tackle them at the receiver, as it will

be done in chapter 5. On the other hand, the hard-limiter represents the worst case scenario and it
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will be used as a bound on the improvement of the system against non-linearities.

2.6 Linear equalisation for MIMO systems

The equalisation of MIMO and m-MIMO SC-FDE schemes should tackle different reception

issues. These issues can result from multipath channels and/or multiple users in the system, which

will cause interference between different replicas of the signal and/or different users, turning the

signal separation for MIMO one of the major problems at the reception. However, by considering

a MIMO system with a number of antennas at the receiver at least equal to the number employed

at the transmitter (i.e. NT ≤NR), it is theoretically possible to separate the NT different signals

[7]. On flat frequency fading MIMO channels, the signal separation is quite simple [7], needing

only to invert the channel matrix. Nevertheless, for frequency-selective channels, signal separation

requires the implementation of more complex inter-antenna interference cancellation schemes [7,

63].

In that sense, receiver design for MIMO and m-MIMO SC-FDE schemes can follow different

approaches. The most common is based on Zero Forcing (ZF) techniques [46, 50], although

a better performance can be achieved using Minimum Mean Squared Error (MMSE) receivers

[5, 46, 50]. However, both of these receivers require matrix inversions, which will be prohibitive

in m-MIMO schemes due to the expected large matrix dimensions, setting the need for reduced-

complexity receivers such as Maximum Ratio Combining (MRC) and Equal Gain Combining

(EGC) [50, 64]. In this section, it is provided a brief description of conventional techniques for

SC-FDE m-MIMO schemes, and also presented lower complexity approaches based on MRC and

EGC concepts [50, 64].

2.6.1 Zero Forcing (ZF)

The ZF [46, 50] linear equaliser is one of the most known methods to perform equalisation

and/or signal separation. It is a straightforward technique that uses the inverse of the channel

frequency response or, in the case of the channel matrix being singular, it uses the Moore-Penrose

pseudoinverse matrix. The equaliser filter, Fk, is defined as

Fk = κκκ
(
HH

k Hk

)−1 HH
k , (2.29)
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with HH
k being the hermitian matrix of Hk and κκκ a diagonal normalisation matrix chosen to ensure

FkHH
k ≈ 1.

Considering (2.5), the estimated signal X̃k is equal to

X̃k = FkYk = Xk+FkNk. (2.30)

Although ZF receiver allows perfect separation of different users, as well as ISI removal,

it can cause severe noise enhancement, particularly when cancelling severe channel deep fades.

Moreover, it requires matrix inversions whose dimensions can be very high in m-MIMO systems.

2.6.2 Minimum Mean Squared Error (MMSE)

An improved linear equaliser is based on the MMSE criterion, i.e., in the minimisation of the

Mean Squared Error (MSE) [5, 46, 50]. Contrarily to ZF, this equaliser takes into account the

SNR value upon reception, γ, producing better results when in the presence of frequency-selective

channels.

Minimising the MSE1 results in the coefficients of MMSE equaliser being given by

Fk = κκκ

(
Hk

HHk+
1
γ

INT

)−1

Hk
H , (2.31)

and the estimated signal X̃k is obtained by

X̃k = FkYk. (2.32)

Although MMSE equaliser improves the system BER performance, it still requires matrix

inversions.

2.6.3 Maximum Ratio Combining (MRC) and Equal Gain Combining (EGC)

As matrix inversions could be a problem in m-MIMO schemes, equalisers based on MRC

and EGC concepts [50, 64] become simpler approaches than ZF or MMSE. Both techniques

provide accurate approximations when NR/NT ≫ 1 (i.e., for m-MIMO schemes) and the channels

1The minimisation problem is well documented in the literature and will not be presented here. However, in chapter
4 the IB-DFE equaliser based on the MMSE criterion will be described using a similar approach, with the first iteration
corresponding to the linear MMSE.
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between different transmit and receive antennas have a small correlation. In these conditions, in

[64], it is shown that

HH
k Hk ≈NRINR

, (2.33)

where INR
is an identity matrix with size NR. This approximation is on the base of the definition of

the MRC equaliser. Therefore, the linear frequency domain equaliser/signal separation performing

MRC at each frequency uses

Fk = κκκHH
k . (2.34)

For EGC equaliser, matrix A is obtained from Hk, where the (r, t)-th element of A is given by

A
(r,t)
k =

H
(r,t)
k

|H(r,t)
k |

= e
j arg

(
H

(r,t)
k

)
, (2.35)

i.e., they have absolute value 1 and phase identical to the corresponding element of the matrix Hk,

ensuring that the elements of the main diagonal of AH
k Hk are much bigger than the outside of the

main diagonal. In this case, the linear frequency domain equaliser/signal separation performing

EGC at each frequency uses

Fk = κκκAH
k . (2.36)

However, for both cases, the residual interference levels can still be substantial, especially for

moderate values of NR/NT .

2.6.4 BER performance comparison for linear equalisers

In this subsection, a brief comparison of the previously presented equalisers is presented in

order to show their potential. Three different MIMO scenarios are tested: all of them with 16

transmitters each one with 1 transmitting antenna and at the reception 64, 128 and 256 antennas

have been used. The system employs SC-FDE transmission that uses a 4-QAM constellation with

data blocks of size Nblock = 256. Pulse shaping is not performed. Channel is assumed time-

dispersive channel with four multipath components and it is also assumed that system employs

a Cyclic Prefix (CP) longer than the maximum overall channel impulse response to effectively

cancel ISI.

Fig. 2.13 makes clear that ZF and MMSE equalisers are the best option to deal with MIMO,

even when the ratio between receiving and transmitting antennas is low. However, when there
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is an increase in the number of antennas at the reception, not only MMSE and ZF improve their

performance, as well as, MRC and EGC. This behaviour is expected because the approximations

when defining these equalisers are made in the assumption of much more antennas at the receiver

side. These results are particularly attractive for m-MIMO schemes. Based on them, in chapter

4, the equalisers herein presented will be used iteratively to improve their performance, with their

iterative version being used in the proposed multilayer m-MIMO scheme.
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Figure 2.13 BER performance comparison for several linear equalisers in three different MIMO
scenarios.
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3
A new multilayer MIMO architecture at

mmWave bands

In the next generation wireless communication systems, the demand for spectral and power

efficient schemes is one of the main challenges. To achieve a high power efficiency, one needs

low PAPR values, which means lower back-off in the operation of the PA [65]. For this reason,

Single Carrier (SC) modulations, which usually have a lower PAPR than multi carrier ones, are

preferred to be used in the uplink for wireless transmissions [66]. Moreover, to achieve a high

spectral efficiency, large constellations combined with selective filtering are required. Neverthe-

less, SC modulations employed with large constellations still have high PAPR values, make them

more sensitive to non-linearities in the PA. To improve the power efficiency of the system, de-

composition of large constellations into OQPSK-type signals and/or envelope control techniques

could be used.

In the present chapter, a new multilayer MIMO architecture at mmWave bands is proposed.

This architecture allows the use of constellation decomposition and/or envelope control tech-
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niques. The chapter starts with an overview of the architecture. Then, Magnitude Modula-

tion (MM), an envelope control technique, is presented and a BER analysis is performed. Follow-

ing, decomposition of large constellations is addressed and the chapter concludes with a detailed

description of transmitter and receiver modules.

The work addressed in this chapter has resulted in one patent submitted in Portugal and in the

USA [21, 22], one journal article [23] and five articles in international conferences [19, 20, 28, 29,

67].

3.1 A new multilayer m-MIMO scheme

The high bitrates, combined with large constellations (required for high spectral efficiencies)

and mmWave bands means very high power requirements. Moreover, large bandwidths together

with multipath propagation can lead to severely time-dispersive channels, especially when overall

transmitter and receiver directivities are not high. Finally, although m-MIMO schemes are suit-

able for mmWave frequencies and allow substantial gains in terms of both power and spectral

efficiency, its implementation might be too complex, both at the analogue and the digital domains,

and sub-optimal implementations are required. To overcome these difficulties, we take advantage

of state-of-the-art RF front-end technologies (including power amplifiers and antenna arrays) and

we develop new digital signal processing schemes for the novel multilayer m-MIMO architecture

depicted in Fig. 3.1. This new architecture is based on the following approach:

1. Adoption of large and dense constellations allowing high spectral efficiency with reduced

power requirements for a given constellation size [68].

2. SC-FDE schemes to cope with severely time-dispersive channels [7, 15], with receivers

designed taking into account signals’ and mmWave channel characteristics [2, 17].

3. Multilayer m-MIMO schemes with up to three antenna layers at the transmitter [19–22],

where:

• 1st-layer is designed to efficiently amplify the different OQPSK-type components in

which a given multilevel constellation can be decomposed [14, 15], by employing

multiple Non-Linear Amplifiers (NLAs) and antennas, and with signals’ combination

performed at the wireless channel [16];

34



3.1 A new multilayer m-MIMO scheme

• 2nd-layer is used for BF purposes, to separate users, multipath components and/or

increasing coverage;

• 3rd-layer is employed for SM, to allow multi-user support without directional con-

straints.

Precoding

Hybrid digital-analog processing

Three-Layer Antenna Transmitte
r

Multi-user detection
Two-Layer Antenna Receiver

Hybrid analog-digital processing

TRANSMITTER RECEIVER

∼λ/2
λ/2

Figure 3.1 Proposed block diagram of the new multilayer m-MIMO architecture for mmWave
bands with high power and spectral efficiencies.

This multilayer approach is a promising technique for mmWave bands, since the small wave-

length allows a large number of antenna elements in a small space. However, it has important

difficulties and challenges to be addressed.

First, large and dense constellations have high PAPR values, which reduces transmitter’s power

efficiency as discussed in chapter 2. There are two possible ways to fight against this phenomenon:

the use of control envelope techniques, such as MM techniques [11, 12]; or decomposition into

OQPSK components with quasi-constant envelope [14, 15] that are separately amplified. These

both features will be addressed in the remaining of the chapter.

The second challenge is the fact that FDE design for offset modulations with SM is an open

issue. We will develop appropriate FDE receivers based on the combination of pragmatic FDE

implementations [17, 24] with IB-DFE based on multi-user detectors [7, 8]. This topic will be

later addressed in chapters 4 and 5.
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3.2 Magnitude Modulation (MM)

To limit the transmission band and improve spectral efficiency even of large constellations,

one could employ a Nyquist pulse shaping Filter (NF) with bandwidth close to the minimum band

(e.g., using RRC filtering), as mentioned early in section 2.4. Nevertheless, the signal components

no longer have a constant envelope (although its envelope does not reach zero, it can still reach

values of about 10% ∼ 20% of the average, becoming sensitive to the non-linearities mentioned

before, which precludes the use of NLAs). Hence, the main contribution for high PAPR on the

transmitted signal comes from the pulse shaping filter (normally RRC). Taking this into account,

the principle of MM [11, 12, 58, 59], illustrated in Fig. 3.2 and 3.3, can be used to control the

signal’s envelope at the output of pulse shaping filter. This is done by magnitude modulating,

i.e., multiplying each complex modulated symbol sn at the input of the bandwidth limiting pulse

shaping filter by a time-varying real non-negative factor, mn. The transmitted MM signal, x′n, is

thus given by

x′n = pn ∗∑
k

mkskδn−kL , (3.1)

where pn is the discrete pulse shaping impulse response, L is the oversampling rate at which

the pulse shaping filter operates, δn denotes the discrete Dirac delta signal and ’∗’ the discrete

convolution.

Modulator Delay Pulse
Shaping

MM Coeficcient 
Computa�on

bits sn x’n
s’n=mnsn

mn

Scaling

Bu
ffe

r

No MM MM
A

-A

Baseband
BPSK signal x’n 

Figure 3.2 A generic block diagram of a transmitter performing MM and example of a BPSK
signal to which MM was applied.

A maximum admissible amplitude, A, on the x′n’s envelope (i.e., to ensure |x′n| ≤A) is usually

set up according to the desired maximum allowed excursion that does not take the PA into satu-

ration and reduces back-off, thus improving the transmitter’s power efficiency. Each factor mn is

dependent on the limit A, the known impulse response of the pulse shaping filter, pn, and the close

36



3.2 Magnitude Modulation (MM)

−1.5 −1 −0.5 0 0.5 1 1.5

−1

−0.5

0

0.5

1

without Magnitude Modulation

Real

Im
ag

−1.5 −1 −0.5 0 0.5 1 1.5

−1

−0.5

0

0.5

1

with Magnitude Modulation

Real

Im
ag

Figure 3.3 Example of a 16-Amplitude Phase-Shift Keying (APSK) constellation diagram with
and without MM [69], where we can see that the outer envelope has been constrained.

symbol neighbours of sn that manage to contribute (according to pn’s length) to the transmitted

signal x′n. MM factors can be computed either a priori for small size constellations with factors

being stored in a Look-Up Table (LUT) [58, 70] for the various symbol combinations or they can

be computed in real time by using the Multistage Polyphase Magnitude Modulation (MPMM)

method that can be applied to any constellation size [11].

As can be seen in Fig. 3.2, MM smooth scales only the undesirable peaks, and since it acts

before the pulse shaping it does not affect the spectral bandwidth, contrarily to conventional PAPR

reduction techniques such as clipping. Moreover, by being able to considerably reduce the peak

power while only causing a small decrease in the average power, the MM techniques lead to a

considerable reduction in the PAPR and thus simplifying the power amplification procedure [65].

There are two approaches to perform MM scaling: Polar Scaling (PS) and Rectangular Scaling

(RS). PS scales the amplitude of the complex symbol and the transmitted MM signal, x′n, is given

by (3.1). The RS approach scales in-phase and quadrature components of the signal, separately,

and the transmitted MM signal, x′n, in this case, becomes

x′n =

(
∑
k

m
(I)
k s

(I)
k δn−kL

)
∗pn+ j

(
∑
k

m
(Q)
k s

(Q)
k δn−kL

)
∗pn, (3.2)

where the superscripts (I) and (Q) denote the in-phase and quadrature components, respectively.

However, MM may add some distortion to the signal. In the case of the PS approach, only the

amplitude is affected, while when the RS approach is considered, not only the amplitude but also

the phase could suffer some distortion. So even though RS approach can provide a more refined

control of the envelope excursions than PS, since it has an additional degree of freedom, for the
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sake of simplicity, in next subsections, only PS will be considered. This choice results from the

fact that amplitude distortion by itself may not cause symbol errors, although it increases error

sensitivity because symbols can become closer, as can be seen in Fig. 3.4. This figure shows

the scatter plot of received MM symbols when subjected to AWGN noise, and it can be seen that

clouds are elliptical instead of circular.

Q

I

Figure 3.4 Example of a received MM PSK signal through the AWGN channel for a generic
M -PSK transmission.

At last, it should be mentioned that these MM methods have only been designed to control

the outer envelope. However, for OQPSK signals, the inner envelope could also be controlled,

resulting in a ring shape as we have shown in [28, 29].

3.2.1 Simplified BER analysis of MM signals for the AWGN channel

This subsection is focused on the analytical study of M -PSK constellations combined with

MM techniques in the AWGN channel. MM techniques can be employed [69, 70] to reduce

envelope fluctuations of bandwidth limited signals, allowing for an enhanced power efficiency

upon transmission. As will be discussed later, in section 3.4, PSK-type constellations combined

with MM may be considered for the design of systems with high spectral and power efficiency for

5G and beyond, in particular within the structure of multilayer m-MIMO system architecture [19–

22], presented in this thesis, for transmissions at mmWave wavelengths. To enable a performance

evaluation of this new proposed MIMO architecture, a first step is required in the analytical easy

assessment of MM PSK-type SISO transmission performance for different channels.
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In [12] it was shown that MM factors, mn, follow an extreme value distribution for PSK-

type transmissions, and an analytical formula was derived for the BER performance at the AWGN

channel. However, that formula is expressed by a cumbersome integral that is difficult to evaluate

and also very hard to extend to other channel types. Also, it is shown in [12] that it is the correct

modelling of the tail of MM factors’ distribution that most influences the accuracy of any derived

BER formula based on MM’s distribution. Therefore, the use of a Gaussian approximation (while

natural by the law of large numbers) is useful to obtain a simpler BER expression based on the

Q-function.

In this subsection, a simplified analytical BER expression is developed. The use of Kullback-

Leibler (KL) divergence, as it will be shown, allow us to measure in a simple way the divergence

of the Gaussian approximation to the exact distribution of the MM factors, especially in the afore-

mentioned tail zone. This fact allows to express the BER performance of M -PSK with MM in

terms of the well-known Gaussian Q-function [51], which is straightforward to evaluate and, that

can be applicable, not only, to the AWGN case, but also easily extendable to typical wireless se-

lective channel, conditioned to the channel realisation [71], as will be seen in the next subsection.

System Characterisation

To perform the BER analysis of MM signals in the AWGN channel, a transceiver using the

MM concept [58, 59] is considered. The input bit stream at the transmitter is mapped into an

M -PSK constellation (with a Gray mapping and unitary symbol energy) with MM performed

afterwards (implementing either the LUT-based or MPMM methods [11, 12, 58, 59]) giving rise

to an MM sequence s′n =mnsn. This sequence is filtered by the pulse shaping filter pn, resulting

in the envelope controlled signal xn, as defined by (3.1). Only polar scaling MM is considered

in order to avoid phase modulation effects (a problem for PSK transmissions). At the receiver,

after perfect matched filtering, the signal is given by yn = s′n+nnz , where nnz is the zero-mean

complex AWGN noise with power spectral density N0, i.e., with variance σ2
nz

= E
[
|nnz |2

]
=N0

and E [·] denotes the expectation operator.

Simplified analysis using a Gaussian approximation

To obtain a simplified expression for the BER of an uncoded M -PSK transmission using MM

over the AWGN channel, we should first recall the non-MM case. The BER performance as a
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function of the SNR, γ, is, in this case, approximated by (see, e.g., [51]),

Pe(γ)≃
2

log2(M)
Q
(√

2γ sin
( π

M

))
, (3.3)

where Q(.) is the Gaussian Q-function. The SNR is given by γ=σ2
sn/σ

2
nz

, with σ2
sn=E

[
|sn|2

]
=

=Es=Eb log2(M)1, where Es and Eb denote the energy per information symbol and per informa-

tion bit, respectively, and M is the constellation size.

For the MM case, the received signal can be written as

yn = s′n+nnz = m̄sn+nnz +dn, (3.4)

where m̄sn (with m̄=E [mn]) is the average position of the constellation symbol after the MM

procedure and dn is the MM distortion defined as dn=s′n−m̄sn, having zero mean and power

given by σ2
d = E

[
|s′n− m̄sn|2

]
.

Assuming a jointly Gaussian distribution of the total noise-distortion term, i.e., of (nnz+dn),

when employing MM, the BER could be easily obtained from (3.3) with

γ=
E
[
|m̄sn|2

]

E [|nnz+dn|2]
. (3.5)

However, to compute E
[
|nnz+dn|2

]
, it should be noted that since MM polar scaling is con-

sidered, its distortion is of a rather particular type, being radial, i.e., dn =±|dn|ej arg{sn}. Thus,

the MM noise components applied to in-phase (I) and quadrature (Q) of sn are highly correlated,

giving rise to a total noise-distortion with an elliptical cloud shape as depicted in Fig. 3.4. Yet MM

distortion is only relevant for BER analysis when it points in the direction that reduces the distance

between symbols. This is also illustrated in Fig. 3.4, where vectors are used to represent dn and the

uncorrelated n
(I)
nz and n

(Q)
nz components of the AWGN, and the dashed vector d̃n = dn sin(π/M)

corresponds to the projection of dn in the direction that produces a symbol error detection2. The

three components that could cause a symbol error, i.e., n(I)
nz , n(Q)

nz and d̃n, are independent, and

1The signal power is only equal to the symbol energy if Ts is considered unitary.
2MM increases sensitivity to noise only when the MM symbol s′n approaches the centre of the constellation diagram. The distance

from s′n to the decision boundary between transmitted symbols (i.e., the bisectrix of angle ϕ in Fig. 3.4) measures this sensitivity
to noise, and thus only the dashed line component d̃n of the MM distortion perpendicular to this decision boundary matters for the
evaluation of the BER performance.
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3.2 Magnitude Modulation (MM)

thus assuming that dn follows a Gaussian distribution, it follows

E
[
|nnz+dn|2

]
=E
[
|n(I)

nz

]
+E

[
|n(Q)

nz

]
+E

[
|d̃n|2

]

= σ2
nz

+σ2
d sin2(π/M). (3.6)

In fact, MM factors do not follow a Gaussian distribution, and therefore the added MM dis-

tortion does not follow it either, although they are close to one another as can be seen in Fig.

3.5. However, for low values of M (i.e., in the left tail zone of the distribution that is marked in

Fig. 3.5), the Probability Density Function (PDF) of Gaussian distribution is lower than the MM

histogram, resulting in underestimated BER results; this zone is more relevant for BER analysis

because low values of mn cause an increment in the noise sensitivity. Thus, for accurate BER

results, one needs to evaluate the deviation shown by the MM distribution relative to the Gaussian

distribution.
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Figure 3.5 Histogram of MM factors of a system performing QPSK, using an RRC with roll-off
β=0.2 and setting A=1, and the PDF of the Gaussian distribution with same mean and variance.

Measuring divergence of the MM factors’ PDF from Gaussian approximation

One well-known way to measure the divergence between PDFs is the KL divergence [72],

given by

DKL (X1||X2) =

+∞∫

−∞

fX1(x)log2
fX1(x)

fX2(x)
dx, (3.7)
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A new multilayer MIMO architecture at mmWave bands

where fX1 and fX2 are the PDFs of the distributions X1 and X2, respectively. In this case, X1 is

the MM factors’ distribution and X2 is the Gaussian distribution with same mean and variance.

Although (3.7) is in continuous form, it can be used in discrete form by replacing the Gaussian

distribution by a similar discrete distribution (and replacing the integral by a sum), allowing a

simple estimation of DKL.

From DKL, it is possible to define a correction weighting factor α in the MM distortion, i.e.,

the second term in (3.6), to obtain an accurate BER expression. Thus, for an M -PSK system with

MM, the equation (3.3) with γ given by (3.5), becomes

PMM
e (γ)≃ 2

log2(M)
Q

(√
2m̄2Es

σ2
nz
+ασ2

d sin2(π/M)
sin
( π

M

))
. (3.8)

Now, the key issue is how to relate DKL to α. Although there is no straightforward relation

between them, it is possible to define an optimisation problem, that expresses α as a simple func-

tion of DKL. This approach makes the calculation of α, and also the analytical BER (given by

(3.8)) straightforward , given just the simple computation of the DKL of MM factors’ PDF to the

Gaussian approximation.

Optimising the correction factor

Different M -PSK constellations were considered to determine the relation between DKL and

α. One of them is 16-PSK, although it has low practical interest, it is only presented here to show

that the method can be used for other M -PSK constellations. For all the cases, BER values were

obtained by Monte Carlo simulation and then an optimisation problem was defined, where the

maximum distance between these simulation values and the ones obtained by (3.8) was minimised.

Log-likelihood between simulation and analytical BER was used as the distance metric, paying

heed to the fact that BER is usually expressed in a log10(·) scale as a function of γ, and that

optimisation should be guaranteed over a wide range of γ values for which BER may differ in

several orders of magnitude. The optimisation problem is defined as

min
α

min
α

min
α

max
∣∣∣∣log10

(
PMM
e (γ)

P̃MM
e (γ)

)∣∣∣∣ , (3.9)

subject to α≥ 1, where P̃MM
e (γ) is the BER obtained by simulation for a given SNR, γ.

Solving this problem by varying the constellation size, the pulse shaping roll-off β and the
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3.2 Magnitude Modulation (MM)

MM maximum admissible amplitudes A, provides the graphs in Fig. 3.6, where α is plotted as a

function of DKL. The depicted curves, suggested a logarithmic relation between α and DKL, thus,

following a curve fitting optimisation, it was found that α can be expressed quite accurately as

α= afit log10DKL + bfit, (3.10)

with parameters presented in table 3.1.
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Figure 3.6 Relation between DKL and α, for (a) QPSK, (b) 8-PSK and (c) 16-PSK constellations
using several roll-off, β, and MM maximum admissible amplitude, A, values.

In brief, the BER performance of M -PSK with MM can be calculated straightforwardly using

(3.8), after the simple computation of (3.7), followed by (3.10) to obtain α.

Table 3.1 Set-up parameters of equation (3.10).

QPSK 8-PSK 16-PSK

afit 1.048 0.8326 0.6174

bfit 3.798 3.568 3.202
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Performance Results

Results given by (3.8) were compared with simulation ones, as well as with the ones obtained

by the theoretical expression proposed in [12], for different M -PSK constellations and MM carried

with 1-stage MPMM technique [11]. To test the robustness of the proposed approach, several cases

that were not used in the optimisation problem were included; different values of pulse shaping

roll-off ranging from 0.1 to 0.5 were considered, and the value A=1 was chosen for the MM

maximum admissible amplitude to ensure a good envelope control, and A=1.2 was chosen where

the effects of MM are reduced. The histogram of MM factors was used to compute DKL through a

numerical approximation of (3.7)3, followed by determining α using (3.10) for the corresponding

constellation.

Fig. 3.7 presents BER performance as a function of Eb/N0 for the case of β=0.22, that is the

typical value for Long Term Evolution (LTE) standard [73], and the stringent β=0.1, in order to

show that (3.8) can be used in the analysis of future systems where β will become smaller. Fig. 3.7

shows that (3.8) is in fact very accurate for both tested configurations, and that, although simple to

compute, it performs better than the previously proposed analytical BER expression [12], which,

as seen in Fig. 3.7, underestimates the results obtained by Monte Carlo simulation.

Alternatively, in Fig. 3.8, BER is plotted as a function of the roll-off β for a given fixed

Eb/N0. For each constellation two values of Eb/N0 were selected, corresponding to the points of

BER= 10−3 and 10−4 shown in Fig. 3.7. In this case, too, the good fit between the analytical and

simulation results bears out the accuracy of the parameters present in table 3.1.

3.2.2 BER analysis in time-dispersive channels

The BER analysis for time-dispersive channels becomes more relevant than AWGN one,

mainly when SC modulations are used. For time-dispersive channels, SC is usually performed us-

ing a block-based transmission with FDE; SC signals samples are transmitted in blocks

{s′n : n=0, · · · ,Nblock−1} padded with an appropriate Cyclic Prefix (CP) longer than the length

of the channel impulse response of the time dispersive channel. At the receiver, after CP removal,

the unitary DFT is applied to the received signal block, and this is equalised in the frequency

domain.

Let S′
k=DFT{s′n} denote the Nblock-point unitary DFT of the transmitted block

3The integral (3.7) was approximated by a summation using the trapezoidal rule, based on a histogram with 75 bins within the
range of the MM factors obtained.
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Figure 3.7 BER of (a) QPSK, (b) 8-PSK and (c) 16-PSK on the AWGN channel when using MM,
1-stage MPMM, different roll-off and MM maximum admissible amplitude values.
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Figure 3.8 BER as a function of roll-off β, considering a fixed Eb/N0, for (a) QPSK, (b) 8-
PSK and (c) 16-PSK on the AWGN channel when using MM, 1-stage MPMM and different MM
maximum admissible amplitude values.

45



A new multilayer MIMO architecture at mmWave bands

{s′n:n=0, . . .,Nblock−1}, and {Hk:k=0, · · ·,Nblock−1} the frequency response of the channel. The

received signal at the k-th subcarrier can be written as

Yk =HkS
′
k+Nk, k=0, · · · ,Nblock−1, (3.11)

where Nk is the DFT of the AWGN noise component. Signal Yk is then submitted to a linear

MMSE equaliser that retrieves an estimation of the original S′
k obtained as

S̃′
k = FkYk, with Fk = (H∗

kHk+1/γ)−1H∗
k , (3.12)

where H∗
k denotes the complex conjugate of Hk and γ the channel SNR.

Assuming that no MM is used, the BER can no longer be obtained from (3.3), because the

noise power in S̃′
k is not equal to σ2

nz
as in the AWGN channel and it is time-variant; there is always

some residual interference resulting from the equalisation process. Thus, the BER also varies, and

it is only possible to obtain a semi-theoretical BER average, P̄e, across channel realisations based

on computation of the MSE [74], with P̄e being given by

P̄e =
2

log2(M)
Q

(√
2Es

σ2
MSE

sin
( π

M

))
, (3.13)

where σ2
MSE is the variance of complex MSE computed as

σ2
MSE =

1
N

N−1

∑
k=0

E
[∣∣S̃′

k−S′
k

∣∣2
]
. (3.14)

Following (3.11) and (3.12), it is straightforward to obtain a theoretical expression for MSE

considering a certain channel realisation which is given by

E
[
|S̃′

k−S′
k|

2
]
=E
[∣∣FkS

′
kHk+FkNk−S′

k

∣∣2
]

=|FkHk−1|2σ2
s′n

+ |Fk|2σ2
nz
,

(3.15)

where it is assumed that E
[
|Nk.S

′∗
k |
]
= 0 and σ2

s′n
denotes the average power of the MM symbols.

When MM is employed, note that (3.15) depends only on the transmitted MM symbol S′
k,

and not on the original Sk; in fact, the MMSE tries to cancel only the distortion introduced by

the channel. Therefore, the MM distortion dn is independent of the channel impairment, and
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3.2 Magnitude Modulation (MM)

similar reasoning to that for the AWGN channel can be followed, with the BER probability for the

time-dispersive channel of an M -PSK system performing MM resulting directly from (3.8), thus

P̄MM
e (γ)≃ 2

log2(M)
Q

(√
2m̄2Es

σ2
MSE+ασ2

d sin2(π/M)
sin
( π

M

))
. (3.16)

Performance Results

A comparison between the BER results obtained by simulation and the analytical expression

(3.16) is presented next. M -PSK transmitters performing MM in the same way as the ones used

in section 3.2.1 are tested, considering SC block-based transmission with Nblock = 1024, over a

severe time-dispersive channel with 32 symbol-spaced multipath components with uncorrelated

Rayleigh fading. MMSE equalisation is applied at the reception assuming perfect synchronisation

and channel estimation.

Fig. 3.9 gives the BER results for several cases using the correction factor α obtained from

(3.10). They show that (3.16) is very accurate for all M -PSK cases considered, depending only

on the size of the constellation and the KL divergence between the PDF of MM factors and the

Gaussian PDF model.
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Figure 3.9 BER of (a) QPSK, (b) 8-PSK and (c) 16-PSK on a time-dispersive channel when using
MM, 1-stage MPMM, different roll-off and MM maximum admissible amplitude values.
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In conclusion, results show that the new proposed simplified BER expression for the analyt-

ical evaluation of systems performing MM with M -PSK constellations is quite accurate for both

AWGN and time-dispersive channels and for different system parameters, such as MM maximum

admissible amplitude and roll-off of the pulse shaping filter, depending only on the constellation

size and the KL divergence between the PDF of MM factors and the Gaussian PDF model. The

proposed BER expression makes the fast assessment of the performance M -PSK signals with MM

possible in a straightforward manner, without having to perform extensive Monte Carlo simula-

tions. This expression can be very useful on the design and evaluation of the proposed multilayer

architecture.

3.3 Decomposition of multilevel constellations

Conventional SC signals still require quasi-linear amplifiers, even when envelope control tech-

niques are employed. To allow the use of NLAs, one needs constant or almost constant envelope

signals. They can be obtained by using OQPSK type schemes [75]. For larger constellations,

one could write the signals as the sum of constant envelope PSK-type components (e.g. BPSK or

OQPSK) [14, 15] that can be separately amplified without distortion (or with reduced distortion)

by different NLAs [16], which can be particularly interesting for mmWave frequencies, while

combined with BF and/or SM.

Offset modulations have the quadrature component shifted relative to the in-phase compo-

nent, resulting in reduced envelope fluctuations and reduced dynamic range of the bandwidth lim-

ited signals (after pulse shaping) which simplifies amplification. This reduction occurs because

OQPSK modulation does not have zero crossings while QPSK has, as can be seen in Fig. 3.10.

This feature makes offset constellations of particular interest, and fortunately, any regular M -ary

constellation can be regarded as a linear combination of OQPSK components.

3.3.1 Mapping rule

Let’s consider a generic M -ary Quadrature Amplitude Modulation (M -QAM) or M -ary Offset

Quadrature Amplitude Modulation (M -OQAM)4, with the set of constellations symbols being de-

noted by G and where M denotes the number of constellation points. Each symbol sn of this con-

4An M -OQAM constellation can be obtained by delaying the quadrature component by Ts/2 with respect to the
in-phase component of the correspondent M -QAM constellation, with Ts being the symbol’s duration.
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Figure 3.10 Comparison of transitions in a (a) QPSK modulation scheme and an (b) OQPSK
modulation scheme.

stellation can be represented by its binary form sn ↔ {β0
n,β

1
n, . . . ,β

µ−1
n }, with µ= log2(M) bits,

or in a equivalent polar form sn ↔ {b0
n, b

1
n, . . . , b

µ−1
n }, where bmn = (−1)β

m
n , for m= 0, . . . ,µ−1.

The alphabet G can be seen as the Cartesian product of two subsets GI and jGQ, that disregarding

the imaginary number are equal and for a square constellation5 are composed by

GI =GQ = {±1,±3, · · · ,±(
√
M −1)}. (3.17)

Thus, a symbol of a generic M -QAM or an M -OQAM, constellation can be represented as

sn = s(I)n + js(Q)
n , (3.18)

where s
(I)
n ∈G(I) and s

(Q)
n ∈G(Q) are the in-phase and the quadrature symbol’s components, re-

spectively. From (3.18), it is possible to see that both M -QAM and M -OQAM constellations can

be represented as the combination of two
√
M -ary Pulse Amplitude Modulation (PAM) constella-

tions with µp = log2(
√
M) bits per symbol. Moreover, each one of this

√
M -PAM constellations

can be seen as the sum of Np polar components with different powers [76].

5For matter of simplicity, and as it is the common case, consider that constellations are square, i.e. log2(M) is even,
and that the bit-mapping along in-phase and quadrature axis is the same.
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Polar representation of
√
M -PAM

In fact, it is possible to express each symbol of the
√
M -PAM constellation as a linear function

of the corresponding bits, i.e.,

snp = g0 +g1b
(0)
np

+g2b
(1)
np

+g3b
(0)
np
b(1)np

+

+g4b
(2)
np

+(. . .)+g√M−1

µp−1

∏
m=0

b(m)
np

=

=

√
M−1

∑
i=0

gi

µp−1

∏
m=0

(
b(m)
np

)γm,i

=

√
M−1

∑
i=0

gib
eq(i)
np

,

(3.19)

where snp denotes the np-th symbol of the constellation, with np = 0, . . . ,
√
M − 1, and gi, with

i= 0, . . . ,
√
M are the set of coefficients that rules the linear combination.

Also in (3.19), (γµp−1,i,γµp−2,i, . . . ,γ1,i,γ0,i), corresponds to the binary representation of i,

i.e., i= ∑
µp−1
m=0 2mγm,i, and b

eq(i)
np = ∏

µp−1
m=0

(
b
(m)
np

)γm,i

to the i-th polar component of snp .

Example. To have a better understanding, let’s consider an example of an 8-PAM, meaning

that µp = 3. Therefore, γm,i and gib
eq(i)
np can assume the following values presented in table

3.2,

Table 3.2 Binary representation of i, i.e., γm,i, and gib
eq(i)
np for an 8-PAM.

γm,i

i m=2 m=1 m=0 gib
eq(i)
np

0 0 0 0 g0 ·1
1 0 0 1 g1 · b(0)np

2 0 1 0 g2 · b(1)np

3 0 1 1 g3 · b(1)np b
(0)
np

4 1 0 0 g4 · b(2)np

5 1 0 1 g5 · b(2)np b
(0)
np

6 1 1 0 g6 · b(2)np b
(1)
np

7 1 1 1 g7 · b(2)np b
(1)
np b

(0)
np
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and (3.19) becomes

snp = g0 +g1b
(0)
np

+g2b
(1)
np

+g3b
(1)
np
b(0)np

+g4b
(2)
np
+

+g5b
(2)
np
b(0)np

+g6b
(2)
np
b(1)np

+g7b
(2)
np
b(1)np

b(0)np
.

(3.20)

■

Returning to the general case, since there are
√
M constellation symbols as well as

√
M coeffi-

cients gi, based on (3.19), it is possible to write a system of
√
M equations for np = 0, . . . ,

√
M−1

to obtain the set of coefficients gi. This system can be expressed in matrix form by

s = Wg, (3.21)

where s=[s0 s1 . . . s√M−1]
T and g=[g0 g1 . . . g√M−1]

T . It is shown in [76] that W results to

be an Hadamard matrix with dimensions
√
M×

√
M , and the coefficients gi can be obtained from

the inverse Hadamard transform of the vector of constellation points. In practice, g0 = 0, since it is

the centre of mass of the constellation; moreover, several other gi can also be 0 [15] depending on

the chose mapping between the µp-bit tuples and the symbols of the constellation. Denoting Np as

the number of nonzero gi coefficients, then it is clear that a given constellation can be decomposed

as the sum of Np ≤
√
M polar components [76].

When considering an uniform
√
M -PAM constellation, (that is the case that will be consid-

ered from now on) the only non-zero coefficients are g1,g2,g4, · · · ,g√M/2 (i.e., the coefficients

g2m ,m = 0,1, · · · ,µp− 1). Moreover, for a natural binary mapping, g2m = 2m, with (3.19) be-

coming

snp =
up−1

∑
m=0

2mb(m)
np

. (3.22)

While, to obtain a Gray mapping6, (3.19) becomes

snp =
µp−1

∑
i=0

2µp−1−i
i−1

∏
m=0

b(m)
np

. (3.23)

Polar representation of M -QAM and M -OQAM

As M -QAM and M -OQAM constellations can be represented as the combination of two PAM

constellations (since symbols are uniformly spaced along both in-phase and quadrature axis), their

6This is only one possibility to obtain a Gray mapping. There are others [76].
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representation as sum of polar components results straightforward from combining (3.18) and

(3.19). When the constellation is rectangular and the bit-mapping along in-phase and quadrature

axis is the same, this results

sn = s(I)n + js(Q)
n

=

√
M−1

∑
i=0

gi

(
beq(i,I)np

+ jbeq(i,Q)
np

)
.

(3.24)

Each of the Np polar components can thus be modulated as a BPSK signal [77], that can

be seen as a serial representation of an OQPSK signal, enabling as so efficient implementations

in m-MIMO context. The corresponding signals can then be separately amplified by Np highly

efficient, low-cost, strongly non-linear amplifiers before being transmitted by Np antennas [16,

19].

However, offset signals with quasi-constant envelope (e.g., MSK or GMSK signals [47]) have

poor spectral characteristics. Therefore, they should be specially designed to have acceptable

trade-off between reduced envelope fluctuations and compact spectrum. Thus, while the use of

RRC filtering (limiting the transmitted signal bandwidth towards the minimum Nyquist band) may

cause an undesirable increase of signal’s PAPR, MM can be combined with the decomposition of

large constellation into OQPSK components to limit the envelope fluctuations of each band limited

OQPSK component. Nonetheless, before combining these two techniques in mmWave m-MIMO

schemes, there is the need of receivers that could equalise signals using offset constellations. This

study will be done in chapter 5.

3.4 Transmitter structure

The decomposition of the signal associated to a given constellation in BPSK components and

the possibility of having BPSK signals with reduced dynamic range [11, 12, 58, 59], together with

compact spectrum by taking advantage of the relation between OQPSK signals in the serial format

and BPSK signals [14, 15], are the key concepts behind our transmission architecture. Also, due

to the small wave length of mmWave frequencies, we can have m-MIMO schemes with a large

number of antennas packed in a relatively small space.

The transmitter structure is depicted in Fig. 3.11. The data bits are separated in Nu streams,

each one is mapped in a given constellation which is the decomposed in Np ≤ M polar com-
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3.4 Transmitter structure

ponents. Each of the different polar components are then transmitted as an appropriate OQPSK

signal in serial format, which is designed to have reduced envelope fluctuations and a small dy-

namic range, together with compact spectrum (e.g., as filtered MSK or GMSK signals). Due

to the reduced envelope fluctuations, each of these components can be separately amplified with

minimum distortion or even no distortion at all by a low complexity and high efficiency grossly

non-linear amplifier.
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Figure 3.11 Generic block diagram of a multilayer m-MIMO transmitter for mmWave bands with
high power and spectral efficiencies.

By combining the amplifier’s outputs, we would obtain the signal associated to the intended

constellation. However, combining these signals is not simple because we can have high combi-

nation losses and/or non-linearity problems at the combiner. To overcome this problem, we will

send each of the Np components of each of the Nu sub-streams to a different antenna. The set of

Np amplifiers, each one combined with a separate antenna performs some constellation shaping

that is a function of the intended direction of radiation [78]. To avoid this shaping and simplify

its compensation, the Np antennas are placed vertically (where the direction of radiation is almost

constant) and these antennas are assumed to be close to each other, with separation around λ/2

(with λ denoting the wavelength). The signals submitted to the Np antennas associated to a given

constellation symbol might have to be properly phase-shifted to allow the desirable constellation

in a given direction [78].

The signal associated to each of the Np BPSK/OQPSK components can be transmitted by Nb

antennas instead of a single one, so as to allow BF effects. These Nb antennas are usually spaced

by λ/2 and should be placed horizontally, since directive beams are usually intended to point

to different azimuths (i.e., different horizontal directions). Therefore, we will have a transmitter

with Nu sets of Np ×Nb antennas. These sets are separated by a distance much higher than
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the wavelength so as to allow spacial multiplexing gains7, as in a conventional Layered Space-

Time (LST) scheme [8]. This means that we will have a massive antenna transmitter with a total

of NT =Nu×Np×Nb antennas divided in three different layers that employs saturated amplifiers

and allows spacial multiplexing and BF gains.

For a better understanding, the transmission chain for each user is illustrated in Fig. 3.12.

There, we can see the different stages of transmission: decomposition, envelope control and am-

plification. It also shown the combiner, that, desirably, will be the wireless channel, but can also

be a physical one.
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Figure 3.12 Transmission chain for a generic user of the proposed multilayer m-MIMO architec-
ture at mmWave bands.

3.5 Receiver structure

At the receiver, we have NR = Ru×Rb receiver antennas grouped in Ru sets of Rb antennas

with the Ru sets separated by a distance much higher than the wavelength and the Rb BF antennas

which, within each set, are typically separated by λ/2 (in general the number of BF antennas does

not need to be the same at the transmitter and the receiver, although it is desirable to have at least

as many sets of antennas at the receiver as the number of sets of Np×Nb antennas used in the

transmitter, i.e., Ru ≥Nu).

7Actually, the spacial multiplexing gain can be higher than the number of sets of Np×Nb antennas, since we can
have multiple beams, each one with the data symbols associated to a given user (provided the users can be spatially
separated by the Nb BF antennas, naturally).
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3.5 Receiver structure

The basic receiver structure is depicted in Fig. 3.13. The equalisation and separation of the

Nu data streams is performed by a frequency domain receiver based on the extension of the re-

ceiver proposed in [8] for general constellations [15]. However, this receiver needs to be appro-

priately modified taking into account the OQPSK nature of the transmitted signals, as proposed in

[17]. The cyclic prefixes of the received blocks associated to each reception antenna are removed

and the resulted blocks are submitted to DFT blocks, leading to a set of Ru frequency domain

blocks Y
(r)
k ;k = 0,1, . . . ,Nblock −1, r = 1,2, . . . ,NR. To detect the data symbols associated to a

given data stream, these blocks are submitted to a set of NR frequency domain feedforward filters

F
(t,r)
k ;k = 0,1, ...,Nblock −1, t= 1,2, . . . ,NT , r= 1,2, . . . ,NR. The data estimations associated to

each data stream are used to compensate transmission imperfections (frequency offsets [79, 80],

phase noise [81, 82], channel estimation errors [83], etc.) and to remove residual ISI and other

interference through the set of NT feedback coefficients B
(t,t)
k ;k = 0,1, ...,Nblock −1, each one

using the estimates of a given data stream from the previous iteration (more details could be found

in [8]). These iterative receivers will be designed and adapted to mmWave channel characteristics

and offset constellations in the following chapters.
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Figure 3.13 Generic block diagram of the iterative receivers to develop.
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4
Iterative receivers for m-MIMO

The reception in m-MIMO schemes deals with multiple issues. These issues can result from

multipath channels and/or multiple users in the system, which will cause interference between

different replicas of the signal and/or different users, turning the signal separation one of the

principal problems at the reception.

For optimal performance of the inter-antenna interference cancellation scheme, signal sepa-

ration and equalisation should be performed together iteratively [7]. This fact is easily justified

considering that to estimate a given signal, besides its equalisation, previous signals’ estimations

are also needed in order to produce an improved estimation through inter-antenna interference

cancellation. In that sense, a MIMO equaliser should not only compensate the linear distortion

caused by the channel frequency selectivity but also perform the signal separation.

A promising technique for SC-FDE schemes for the uplink MIMO channel is Iterative Block

Decision Feedback Equalisation (IB-DFE) [7, 8, 74]. Receivers performing IB-DFE present an

excellent performance, approaching the Matched Filter Bound (MFB) with only a few iterations

[7, 8, 74]. However, one of the main challenges of multi-user m-MIMO schemes operating at
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mmWave bands is the number of antennas that is feasible to use in a real m-MIMO system. Since

the channel matrix dimensions grow with the number of antennas, conventional MIMO detection

schemes such as IB-DFE can become too complex as the number of antennas is increased, namely

due to the need to invert high dimension matrices for each subcarrier and each iteration. For this

reason, m-MIMO schemes should employ simple equalisation techniques to separate data streams

that avoid matrix inversions inherent to conventional MIMO receivers, while still able to achieve

good performance. In that way, looking at section 2.6, where different linear equalisers for MIMO

schemes have been presented, one could see that equalisers based on MRC and EGC concepts

[50, 64] present significant gains when applied to scenarios with a large number of reception

antennas (like the ones expected in m-MIMO schemes) without performing matrix inversions.

However, their BER performance results are worse than ZF or MMSE. Therefore, in this chapter,

an iterative approach similar to the one of the IB-DFE concept is applied to the receivers based on

MRC and EGC concepts in order to improve their performance.

The chapter starts with a description of IB-DFE receivers for MIMO schemes that will serve

as a basis for the iterative MRC and EGC receivers proposed in the next section. Then, a BER

performance comparison of the different equalisation methods for multi-user m-MIMO schemes

operating at mmWave bands, as well as, a complexity analysis are presented.

The work addressed in this chapter has resulted in one journal article [27] and another in an

international conference [30]. This work has also been applied to multi carrier systems, giving rise

to three articles in international conferences [31–33].

4.1 IB-DFE receiver

IB-DFE algorithms for multi-user/spatial multiplexing upon MIMO SC-FDE transmissions

have been proposed and discussed in [7, 8, 74]. The main principle consists into the detection of

each stream at a time while cancelling the interference from the already detected streams. The

streams are ranked according to a quality measure, (e.g., the average received power) and detected

from the best to worst ensuring that the stronger ones are not interfering when the weaker ones

are being detected. This detection is done by performing iterative frequency domain equalisation

with both feedback and feedforward filters, as shown in Fig. 4.1. Moreover, IB-DFE works on a

per-block basis, meaning that the feedback’s effectiveness to cancel all the interference is limited

by the reliability of the detected data at previous iterations.
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Figure 4.1 Generic block diagram of an IB-DFE receiver.

4.1.1 IB-DFE with hard decisions

Considering that the received signal at a given k frequency, Yk, is given by (2.5), the frequency

domain estimations associated with the i-th iteration at the output of the equaliser are given by1

S̃(i)
k = F(i)

k Yk−B(i)
k Ŝ(i−1)

k , (4.1)

where the feedforward and feedback matrices are

F(i)
k =




F
(1,1,i)
k · · · F

(1,NR,i)
k

...
. . .

...

F
(NT ,1,i)
k · · · F

(NT ,NR,i)
k


 (4.2)

and

B(i)
k =




B
(1,1,i)
k · · · B

(1,NT ,i)
k

...
. . .

...

B
(NT ,1,i)
k · · · B

(NT ,NT ,i)
k


 , (4.3)

respectively. F
(t,r,i)
k and B

(t,t,i)
k denote the feedforward and feedback filters coefficients at the

i-th iteration and the vector Ŝ(i−1)
k contains the DFT of the hard-decision time domain blocks

associated with the previous estimations for the transmitted symbols (for the first iteration those

terms are zero, i.e., Ŝ(0)
k = 000NT×1).

1In (2.30) and (2.32), it is obtained an estimation of the transmitted signal, X̃k, but here we want to retrieve the
original symbols Sk before pulse shaping filter.
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According to the Bussgang theorem [49], the hard-estimations Ŝ(i−1)
k can be seen as the sum

of two uncorrelated components: one related to Sk and a distortion term. Hence, Ŝ(i−1)
k could be

expressed as

Ŝ(i−1)
k = ϱϱϱ(i−1)Sk+∆∆∆

(i−1)
k , (4.4)

with

∆∆∆
(i−1)
k =

[
∆
(1,i−1)
k . . . ∆

(NT ,i−1)
k

]T
, (4.5)

where ∆
(t,i−1)
k represents the zero-mean quantisation error for the t-th transmitter at the iteration

(i−1), and

ϱϱϱ(i−1) = diag
[
ρ(1,i−1) . . .ρ(NT ,i−1)

]
(4.6)

where ρ(t,i−1) is the correlation factor of the t-th transmitter at iteration (i−1), which is expressed

by

ρ(t,i−1) =
E
[
S
(t)
k

(
Ŝ
(t,i−1)
k

)∗]

E
[∣∣∣S(t)

k

∣∣∣
2
] . (4.7)

The correlation factors supply a block-wise reliability measure of the estimates employed in

the feedback loop, that is used to control the receiver’s performance. This control is done taking

into account the hard decisions for each block plus the overall block reliability, which reduces

error propagation effects. Therefore, for the first iteration, the correlation factors are zero, i.e.,

ϱϱϱ(0) = 000NT×NT
. Moreover, (4.6) is written as a diagonal matrix because it is assumed that the

signals of the multiple transmitters are independent. This independence allied to E
[
∆∆∆
(i−1)
k

]
=

000NT×1, makes that from (4.4) results

E
[(

∆∆∆
(i−1)
k

)(
∆∆∆
(i−1)
k

)H]
≈
(
IIINT

−
(
ϱϱϱ(i−1)

)2
)
E
[
SkSH

k

]
, (4.8)

with

E
[
SkSH

k

]
= σ2

snIIINT
, (4.9)

assuming that the transmitters are emitting the same power σ2
sn .

The feedback and the feedforward coefficients are chosen to minimise the MSE. For a generic

MIMO system, the MSE of the t-th transmitter at iteration i and frequency k is given by

Ω
(t,i)
k = E

[∣∣∣S̃(t,i)
k −S

(t)
k

∣∣∣
2
]
. (4.10)
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4.1 IB-DFE receiver

Thus, to minimise the MSEs of all transmitters simultaneously, their sum should be minimised,

i.e.,

minminmin ΩΩΩ
(i)
k =minminmin

NT

∑
t=1

Ω
(t,i)
k =

=minminmin
NT

∑
t=1

E
[∣∣∣S̃(t,i)

k −S
(t)
k

∣∣∣
2
]
=

(Prp. B)
= minminmin E

[(
S̃(i)
k −Sk

)H (
S̃(i)
k −Sk

)]
,

(4.11)

subject to
1

Nblock

Nblock−1

∑
k=0

NR

∑
r=1

F
(t,r,i)
k H

(r,t)
k = 1, with t= 1, . . . ,NT , (4.12)

in order to ensure the correct recovery of the transmitted signals. The set of constraints given by

(4.12) can be grouped and written in matrix form as

1
Nblock

Nblock−1

∑
k=0

Tr
(

F(i)
k Hk

)
=NT . (4.13)

Using the method of Lagrange multipliers [84], it is possible to solve the problem defined in

(4.11) and (4.13) as follows. We define the Lagrange function as

J
(i)
k = E

[(
S̃(i)
k −Sk

)H (
S̃(i)
k −Sk

)]
+λ

(i)
k

(
1

Nblock

(
Nblock−1

∑
k=0

Tr
(

F(i)
k Hk

))
−NT

)
, (4.14)

where λ(i)
k corresponds to the Lagrange multiplier at iteration i and frequency k and the coefficients

F(i)
k and B(i)

k that minimise the MSE could be obtained by solving the system of equations given

by 



∇F(i)
k

(J
(i)
k ) = 000NT×NR

∇B(i)
k

(J
(i)
k ) = 000NT×NT

∇
λ
(i)
k

(J
(i)
k ) = 0

. (4.15)

After solving (4.15)2, it is shown that the feedforward coefficients for iteration i are given by

F(i)
k = κκκΛΛΛ

(i)
k Hk

H , (4.16)

2See appendix B for the full development of the optimisation problem.
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where κκκ is a normalisation matrix3 and ΛΛΛ
(i)
k is given by

ΛΛΛ
(i)
k =

(
1
γ

(
IIINT

−
(
ϱϱϱ(i−1)

)2
)−1

+HH
k Hk

)−1

, (4.17)

with γ = σ2
sn/σ

2
nz

and

σ2
nz

= E
[
NH
k Nk

]
. (4.18)

In its turn, the feedback coefficients for iteration i are given by

B(i)
k =

(
F(i)
k Hk− INT

)
ϱϱϱ(i−1). (4.19)

Throughout the IB-DFE iterations, in general, the correlation coefficients in ϱϱϱ become higher

while the deviations ∆∆∆ become lower, and the estimations are improved, enhancing the system

BER performance. It must also be noted that at first IB-DFE iteration, (4.17) simplifies, corre-

sponding to a linear MMSE-based equaliser.

4.1.2 IB-DFE with soft decisions

A way to improve the IB-DFE receiver is to use soft instead of hard decisions [15]. This

improvement is achieved with the use of a different correlation factor for each symbol component

instead of one factor that remains constant throughout the block. In this case, (4.1) becomes

S̃(i)
k = F(i)

k Yk−B(i)
k S(i−1)

k . (4.20)

where S(i−1)
k denotes the average symbol values conditioned to the output of the equaliser at iter-

ation i−1.

To obtain the values of S(i−1)
k , one needs to demodulate the time domain estimations, s̃(i−1)

n ,

into the corresponding bits of each component. These bits4 can be obtained by computing the

Log-Likelihood Ratios (LLRs) associated with them. According to [15], the polar representation

of the m-th estimated bit of the n-th transmitted symbol by the t-th transmitter at iteration i− 1,

3Usually, κκκ is a diagonal matrix with size NT ×NT , with the values of position (t, t) given by the inverse of the
Left Hand Side (LHS) of (4.12).

4Here, it will not be specified if these are in-phase or quadrature bits because the analysis is equal for both compo-
nents. However, the reader should be aware that the formulas (4.21) to (4.26) refer only one component (i.e., the BPSK
case), being applied to both the in-phase and quadrature components with their results being combined in (4.29).
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4.1 IB-DFE receiver

b̄
(t,m,i−1)
n , is related to the corresponding LLR, λ(t,m,i−1)

n , by

b̄(t,m,i−1)
n = tanh

(
λ
(t,m,i−1)
n

2

)
, (4.21)

with

λ(t,m,i−1)
n = ln




Pr
(
β
(t,m,i−1)
n = 1|s̃(t,i−1)

n

)

Pr
(
β
(t,m,i−1)
n = 0|s̃(t,i−1)

n

)


= ln




∑
s∈Ψ

(m)
1

e


− |s̃(t,i−1)

n −s|2

2
(
σ
(i−1)
LLR

)2




∑
s∈Ψ

(m)
0

e


− |s̃(t,i−1)

n −s|2

2
(
σ
(i−1)
LLR

)2






, (4.22)

where β(t,m,i−1)
n denotes the binary representation of the m-th estimated bit of the n-th transmitted

symbol by the t-th transmitter at iteration i−1, Ψ
(m)
0 and Ψ

(m)
1 are the subsets of G containing a

symbol s with β
(t,m,i−1)
n = 0 or 1, respectively, and

(
σ
(i−1)
LLR

)2
=

1
2
E
[
|s̃(t,i−1)

n −s(t)n |2
]
≈ 1

2Nblock

Nblock−1

∑
n=0

|s̃(t,i−1)
n − ŝ(t,i−1)

n |2, (4.23)

where ŝ
(t,i−1)
n =IDFT

{
Ŝ
(t,i−1)
k

}
.

Assuming uncorrelated bits and using (3.19), each of the components of the soft decision at

iteration i−1 could be written as

s̄(t,i−1)
n =

√
M−1

∑
ip=0

gip

µp−1

∏
m=0

(
b̄(t,m,i−1)
n

)γm,ip
, (4.24)

where s̄
(t,i−1)
n =IDFT

{
S̄
(t,i−1)
k

}
and S̄(i−1)

k =
[
S̄
(1,i−1)
k . . .S̄

(NT ,i−1)
k

]T
.

Then, the reliability of each component of the estimates, either the in-phase and quadrature, to

be used in the feedback loop at iteration i−1 is expressed by

ρ(t,i−1)
n =

E
[
s̄
(t,i−1)
n

(
s
(t)
n

)∗]

E
[∣∣∣s(t)n

∣∣∣
2
] =

∑

√
M−1

ip=0 |gip |2 ∏
µp−1
m=0

(
ρ
(t,m,i−1)
n

)γm,ip

∑

√
M−1

ip=0 |gip |2
, (4.25)

where ρ(t,m,i−1)
n is the reliability of the m-th estimated bit of that component of the n-th transmitted
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symbol by the t-th transmitter at iteration i−1, and it is given by

ρ(t,m,i−1)
n = tanh

(
|λ(t,m,i−1)

n |
2

)
. (4.26)

When using soft decisions, the reliability is already included in S(i−1)
k . Therefore, in this case,

(4.19) does not need to include it in its calculation and becomes

B(i)
k = F(i)

k Hk− INT
. (4.27)

On the other hand, the feedforward coefficients are still obtained by (4.16), but (4.17) becomes

ΛΛΛ
(i)
k =

(
Hk

(
IIINT

−
(
ϱϱϱ(i−1)

)2
)

HH
k +

1
γ
IIINR

)−1

, (4.28)

where ϱϱϱ(i−1) denotes a diagonal matrix with each element given by

ρ(t,i−1) =
1

2Nblock

Nblock−1

∑
n=0

(ρ(I)n +ρ(Q)
n ), (4.29)

with ρ
(I)
n and ρ

(Q)
n obtained using (4.25) applied to the in-phase and quadrature components, re-

spectively5.

4.2 Iterative MRC and EGC receivers

As matrix inversions could be a problem in m-MIMO schemes, receivers based on MRC and

EGC concepts [50, 64] present lower complexity than ZF, MMSE or IB-DFE.

However, in section 2.6, it has been shown that, in both cases, linear equalisers present sub-

stantial residual interference levels, especially for moderate values of NR/NT . To overcome this

problem, iterative receivers inspired by the IB-DFE concept are proposed in this section.

4.2.1 Motivation

The MRC and EGC techniques are appropriate when NR/NT ≫ 1 (which is a reasonable

approach for the uplink of m-MIMO systems) and the channels between different transmit and

receive antennas have a small-to-medium correlation. In fact, for the next generation systems,

5Here, the superscripts (t, i−1) have been omitted to lighten the notation.
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these conditions can be verified, and MRC and EGC based receivers could be a low complexity

solution for equalisation, presenting very good performance.

These low complexity approaches take advantage of the fact that the cross-correlation between

the columns of the channel matrix is relatively low, which means that the corresponding Gramian

matrix
(
H(k,l)

)H H(k,l) is almost diagonal for MRC, as well as, the matrix ej arg(H(k,l))H(k,l) for

EGC. Fig. 4.2 to 4.4 show colour maps of the absolute value of Gramian matrix
(
H(k,l)

)H H(k,l)

and the matrix ej arg(H(k,l))H(k,l) for different correlation values and two different systems with

NT=16 and NR=Rb×Ru=4×16=64 or NR=Rb×Ru=4×8=32.
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Figure 4.2 Colour map representing the magnitude of the absolute value of the Grammian matrix(
H(k,l)

)H H(k,l) in a system with NT = 16 and NR =Rb×Ru = 4×16 = 64 for (a) ρu = 0.1 and
(b) ρu = 0.9.

In Fig. 4.2, it is shown that the most significant values are always in the main diagonal, with

values outside the main diagonal increasing a little when the correlation becomes higher, showing

that MRC principle is valid for low correlation. However, in this case, we are considering equal

number of transmitters antennas and low correlated groups Ru with a ratio of NR/NT=64/16=4.

When the ratio is decreased, as for a system with NT = 16 and NR =Rb×Ru = 4×8 = 32,

even for low correlation values, the difference between the main diagonal and the remaining values

becomes reduced and for high correlation values, it is almost indistinguishable, as can be seen in

Fig. 4.3. Therefore, to have better results with MRC, we should have at least the same number of

low correlated antennas at the reception than at the transmission and to cope with scenarios with

high correlation between reception antennas, their number should increase to fight this drawback.
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Figure 4.3 Colour map representing the magnitude of the absolute value of the Grammian matrix(
H(k,l)

)H H(k,l) in a system with NT = 16 and NR = Rb×Ru = 4×8 = 32 for (a) ρu = 0.1 and
(b) ρu = 0.9.

At last, in Fig. 4.4, we see the matrix of ej arg(H(k,l))H(k,l), showing that the same conclusions

taken for the MRC approach are also valid to EGC approach.

4.2.2 MRC and EGC Characterisation

It should be noted that, although the of-diagonal elements of the Gramian matrix converge to

zero as we increase the number of receive antennas, the total power of them can still be similar

to the power of the elements at the main diagonal when NT is similar to NR. For this reason,

MRC or EGC receivers are only appropriate for the case when NT ≪NR. Since next generation

communication systems can be designed to have high NR/NT ratios and many antennas that

can be placed with distances of multiple wavelengths in a small space, especially for systems

operating at mmWave frequencies, there will be conditions to use low complexity MRC and EGC

based receivers. To adapt these receivers to offset signals, the iterative approach of IB-DFE can be

employed using the block diagram of Fig. 4.1. Thus MRC and EGC receivers can also be iterative

and can also use hard or soft decisions6, with their output given by

S̃(i)
k = FkYk−BkS(i−1)

k , (4.30)

6Without loss of generality, in the remaining of the chapter, only soft decisions will be considered. The analysis for
soft decisions is similar to the IB-DFE case and it follows the lines of subsection 4.1.2.
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Figure 4.4 Colour map representing the magnitude of the absolute value of the matrix
ej arg(H(k,l))H(k,l) in a system with NT = 16 and NR = Rb×Ru = 4× 16 = 64 for (a) ρu = 0.1
and (b) ρu = 0.9.

The main differences to the previous approach are that instead of obtaining the feedforward

coefficients through (4.16) with the computation of high complexity equations (4.17) or (4.28),

with the inversion of huge matrices for each frequency, MRC or EGC schemes use feedforward

coefficients that are simpler to determine such as the Hermitian of the channel and the phase of

the channel elements, respectively, and that do not depend on the iteration7.

Hence, the feedfoward coefficients for the MRC receiver are given by

Fk = κκκHH
k , (4.31)

where κκκ denotes a normalisation diagonal matrix whose the (t, t)-th element is given by

κ(t,t) =

(
1

Nblock

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
k

∣∣∣
2
)−1

. (4.32)

For the EGC receiver, it is considered

Fk = κκκAH
k , (4.33)

7It should be noted that, as in the MRC and EGC receiver of [64], the iterations are still required to cancel the
residual inter-user interference levels, but feedforward and feedback filters are kept unchanged along the iterations.
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with the elements of Ak given by (2.35) and κκκ denoting a normalisation diagonal matrix whose

the (t, t)-th element is given by

κ(t,t) =

(
1

Nblock

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
k

∣∣∣
)−1

. (4.34)

Hereupon, it can easily be shown that the optimum values of Bk are still given by (4.27), but

not depending on the iteration, becoming

Bk = FkHk− IIINT
. (4.35)

The remaining process is equal to the one presented for the conventional IB-DFE. Therefore,

iterative receivers based on MRC and EGC concepts are very similar to IB-DFE receivers but with

the advantage of having fixed Fk and Bk matrices for the different iterations and not requiring

complex matrix inversions, while obtaining almost the same BER performance for scenarios with

NT ≪NR and low correlation between antennas, as it will be shown in the next section.

4.3 BER Performance Evaluation

In this section, a BER performance comparison of the different receivers discussed in the

previous sections is presented. This comparison is made using the channel model proposed in

section 2.3.3. For the tests, 16 users with a single antenna are considered, each one producing 3

clusters with 4 rays, i.e., Nray =Nch_clu×Nray_clu = 3×4= 12, and it is also considered, without

loss of generality, that the AoAs are uniformly distributed in [0,2π] (the extension to other cases

is straightforward). Each antenna transmits 1000 blocks of Nblock = 256 QPSK data symbols, and

none coding technique is used. At the receiver, there is a total of 64 antennas, NR = 64, that are

arranged in three different ways:

• Scenario (A): all antennas belong to the same array, i.e., Rb = 64 and Ru = 1;

• Scenario (B): each group only contains one antenna, i.e., Rb = 1 and Ru = 64;

• Scenario (C): the antennas are grouped in arrays of 8 antennas, i.e., Rb = 4 and Ru = 16.

With these three scenarios, it is possible to infer the behaviour of each receiver in situations with

different levels of correlation. The BER results are expressed as a function of Eb/N0, with Eb
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4.3 BER Performance Evaluation

denoting the average bit energy for the set of NR receive antennas (i.e., NR times the bit energy

for a single antenna), and N0 denotes the unilateral power spectral density of the AWGN channel

noise. The MFB performance is presented as a lower bound for the BER performance that can

be attained, i.e., it represents the performance that one could obtain if the channel is perfectly

equalised. When the AWGN channel is employed, MFB for a QPSK constellation is given by

PMFB
b ≈Q

(√
2Eb

N0

)
. (4.36)

The BER results for scenario A, where Ru = 1, are presented in Fig. 4.5. For iterative re-

ceivers, different iterations are presented. In this case, the antennas have a high correlation index,

which is a drawback for MRC and EGC receivers. As expected, the residual interference levels

(both ISI and the interference between different transmitted streams) are too high which causes an

error floor, even in the 4-th iteration of MRC and EGC receivers. On the other hand, conventional

IB-DFE receiver and ZF can reach a BER of 10−4, with the first one being only 1.5 dB away of

MFB after 4 iterations.
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Figure 4.5 BER performance for several receivers in scenario (A) with Rb = 64 and Ru = 1.

For scenario B, where Rb = 1, the BF gain is wasted, and all antennas are sufficiently spaced

to have low correlation. Although not envisioned as a desirable scenario in an m-MIMO im-

plementation at mmWave, it allows the study of the behaviour of the receivers when they have

lower correlation levels. Fig. 4.6 shows the BER curves of the receivers for two different lev-

els of correlation between adjacent groups: one with low correlation, ρu = 0.2, and another with
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high correlation ρu = 0.8. Here, only the 4-th iteration of conventional IB-DFE, MRC and EGC

receivers is presented.

In this scenario, the correlation between each antenna pair is lower than in the previous one,

even when ρu = 0.8, which is especially advantageous for MRC and EGC receivers. Therefore, all

receivers have a similar BER performance, with MRC being able to approach the MFB after just

4 iterations. Also, it is shown that, without BF, the BER performance almost does not vary with

ρu. This phenomenon is expected because the correlation between non-adjacent groups is much

lower than 0.8 and for adjacent groups, only a pair of antennas is considered.
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Figure 4.6 BER performance for several iterative receivers at the 4-th iteration and ZF in scenario
(B) with Rb = 1 and Ru = 64 and different levels of correlation between adjacent groups.

On the other hand, when both layers of antennas are implemented as in scenario C, for each

pair of adjacent groups, multiple pairs of antennas are involved, which results in more antennas

with high correlation levels than in the previous case. Fig. 4.7 presents the results for Rb =

4 and Ru = 16. Once more, only the 4-th iteration of conventional IB-DFE, MRC and EGC

receivers is presented. Now, three different levels of correlation, ρu = [0.2,0.5,0.8], are used.

Contrarily to the previous case, BER performance degrades as ρu increases, which is expected

because the number of low correlation antennas becomes the same as the transmitters and BF

antennas do not present a significant improvement. However, even for ρu = 0.5, these receivers

present excellent performance, very close to the MFB. Only for the case of high correlation level,

ρu = 0.8, MRC and EGC receivers have poor performance due to residual interference. The effects

of these interference can be reduced with an increase in NR/NT relation as shown in section 2.6.
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Figure 4.7 BER performance for several iterative receivers at the 4-th iteration and ZF in scenario
(C) with Rb = 4 and Ru = 16 and different levels of correlation between adjacent groups.

Moreover, MRC receiver shows the best BER performance for the same number of iterations

when the two layers of antennas are implemented, although the difference relative to the EGC is

small. Therefore, these receivers are especially interesting for m-MIMO schemes since they do

not require matrix inversions, presenting a lower complexity.

4.4 Complexity Analysis

In this section, a complexity analysis for the different equalisers presented in this chapter

is performed. The equalisers here analysed are: ZF, conventional IB-DFE and iterative MRC

and EGC. The analysis for conventional IB-DFE approach is only done for its linear part, that

corresponds to an MMSE equaliser and is given by

S̃k = FkYk. (4.37)

This decision resides in the fact that the iterative MRC and EGC with just 4 iterations present bet-

ter results and much lower complexity (as it will be shown) than conventional IB-DFE approach,

while performing very close to MFB. Therefore, it is not worthy to perform iterative conven-

tional IB-DFE since results will be similar to the iterative MRC and EGC but with much higher

complexity.

This analysis is performed per frequency k and the number of Floating-point Operations
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(FLOPs) is used as comparison method. Only the calculus directly related to the MIMO equalisa-

tion procedure are included. We consider, as in [85], that the operations +,−,×,/, and square root

in the real domain require one FLOP. The number of required FLOPs for the remaining matrix

and scalar operations used in this analysis are in Table 4.1. It is considered that c is a real scalar,

w and z are complex numbers, A, B and C are arbitrary matrices of complex coefficients with

dimensions N×P , P×T and P×P , respectively, D is a diagonal matrix of complex coefficients

with dimensions P×P , I is the P×P identity matrix and v is an arbitrary vector of complex coeffi-

cients with size P ×1. AH represents the Hermitian of the matrix A, whose calculus is considered

that does not require any FLOP.

Table 4.1 Number of FLOPs - General Operations

Expression FLOPs | Expression FLOPs
AHA 4NP 2 +4NP −P 2 −P | wz 6

C−1 8
3P

3 + 19
2 P

2 − 7
6P | z−1 5

AB 8NPT −2NT | |z| 4

DB 6P | |z|2 3

cA 2NP | w±z 2

C± I P | z
w 11

The demonstration for the values present in Table 4.1 is straightforward, with the exception of

the first two properties. The number of FLOPs to obtain the product of a matrix by its Hermitian,

i.e. the Gramian matrix AHA, follows from [86]. For the inversion of a matrix, it is considered

the Gauss algorithm, with complexity presented in [87].

Table 4.2 presents the number of FLOPs of each algorithm stage8, considering the equations

presented in the previous sections. As this analysis is made per frequency k and the calculus of

the normalisation diagonal matrix κκκ is equal for every frequency k, it only needs to be computed

once and the calculus of its complexity is divided by Nblock.

Note that for the iterative MRC and EGC equalisers, when estimating S̃k, the first iteration

corresponds to the linear equaliser (4.37), and in the following iterations only the product BkS̄(i−1)
k

and its subtraction from the result of (4.37) has to be computed, since the matrices Fk and Bk are

fixed; thus each additional iteration adds just a small computational burden.

Table 4.2 shows that there is an improvement in reducing the computational complexity of the

8See appendix D for the full development of the complexity analysis.
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Table 4.2 Total number of FLOPs for each equaliser

Method Equation(s)
ZF κκκ: 8NTNR LHS of (4.13)

Fk: 8
3N

3
T +12N2

TNR+ 17
2 N

2
T +10NTNR+ 23

6 NT (2.29)

S̃k: 8
3N

3
T +12N2

TNR+ 17
2 N

2
T +18NTNR+ 11

6 NT (4.37)

MMSE κκκ: 8NTNR LHS of (4.13)
(1st iteration Fk: 8

3N
3
T +12N2

TNR+ 17
2 N

2
T +10NTNR+ 35

6 NT (4.16)

IB-DFE) S̃k: 8
3N

3
T +12N2

TNR+ 17
2 N

2
T +18NTNR+ 23

6 NT (4.37)

MRC κκκ: 4NTNR (4.32)
Fk: 4NTNR+6NT (4.31)
Bk: 8N2

TNR−2N2
T +NT (4.35)

S̃k (no iter.): 12NTNR+4NT (4.30)(ni>1 iter.): 8N2
TNR+(8ni−10)N2

T +12NTNR+5NT

EGC κκκ: 5NTNR (4.34)
Fk: 11NTNR+6NT (4.33)
Bk: 8N2

TNR−2N2
T +NT (4.35)

S̃k (no iter.): 19NTNR+4NT (4.30)(ni>1 iter.): 8N2
TNR+(8ni−10)N2

T +19NTNR+5NT

overall system when employing the iterative MRC and EGC in comparison with ZF and the first

iteration of conventional IB-DFE.

An important result that can be taken from Table 4.2 is the asymptotic complexity reduc-

tion when NR/NT≫1. From the table analysis, it can be concluded that ZF and MMSE present

an asymptotic complexity of (8
3 + 12(NR/NT ))N

3
T , while for the iterative MRC and EGC is

(8(NR/NT ))N
3
T . By performing the ratios of the asymptotic complexities, one gets

FLOPMRC/EGC

FLOPZF/MMSE
≈

NR
NT

≫1

8(NR/NT )
8
3 +12(NR/NT )

→ 2
3

, (4.38)

which means that the complexity reduction converges asymptotically to 33%. Note that for mod-

erate values of NR and NT , this may not seem a substantial reduction regarding the number of

computed FLOPs. However, for m-MIMO scenarios, where it is necessary to deal with high di-

mension matrices, this reduction is noticeable, and it may correspond to the savings of hundreds
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of thousands of FLOPs as shown in Table 4.39.

Table 4.3 Number of FLOPs for the different m-MIMO scenarios

NT ×Rb ×Ru 16×4×16 16×4×32 16×8×32
ZF 228168 443208 873288

MMSE 228200 443240 873320

MRC 1st iter: 12352 1st iter: 24640 1st iter: 49216
2nd iter: 132624 2nd iter: 263696 2nd iter: 525840
Following iterations: 2048 Following iterations: 2048 Following iterations: 2048

Total (for 4 iter.): 149072 Total (for 4 iter.): 292432 Total (for 4 iter.): 579152

EGC 1st iter: 19520 1st iter: 38976 1st iter: 77888
2nd iter: 132624 2nd iter: 263696 2nd iter: 525840
Following iterations: 2048 Following iterations: 2048 Following iterations: 2048

Total (for 4 iter.): 156240 Total (for 4 iter.): 306768 Total (for 4 iter.): 607824

NR/NT 1 2 2

Complexity
35% 34% 34%Reduction (MMSE)

4.5 Conclusion remarks

In this chapter, iterative receivers based on IB-DFE concept are studied in order to improve

the BER performance when using m-MIMO schemes operating at mmWave bands and performing

SC-FDE modulation. The BER curves of these techniques are evaluated using a general clustered

channel model that emulates the effects of two different layers of antennas implemented in order

to achieve BF and SM gains.

The results obtained using the proposed channel model show that iterative receivers based on

MRC and EGC are suitable choices for m-MIMO schemes, presenting similar performance to the

conventional IB-DFE receiver when the correlation factor is kept low, but without requiring matrix

inversions. It also shown that the complexity reduction of iterative MRC and EGC relative to the

linear ZF and MMSE equalisers will be at least 33% even using 4 iterations, that are sufficient for

both receivers approach the MFB.

Finally, it should be noted note that, although these iterative receivers already perform multi-

user detection, their implementation on systems that use offset constellations with SM is still an

open issue. In this way, the next chapter will address the development of receivers able to cope

with offset constellations.

9The ratio NR/NT in Table 4.3 only considers the number of Ru antennas since their correlation is the main factor
that influences the performance of the receivers as we see in the previous sections.
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The multilayer m-MIMO scheme operating at mmWave bands and performing SC-FDE mod-

ulation presented in section 3.1 is based on the decomposition of multilevel constellations into

OQPSK-type components in order to achieve high power and spectral efficiencies. Although

these type of signals could ensure these efficiency criteria, their recovery at the receiver side is

not trivial. The techniques previously mentioned are not designed to cope with offset constella-

tions, and their performance is rather poor with offset constellations mainly due to the residual

In-phase Quadrature Interference (IQI). To overcome this, the IB-DFE concept was modified for

offset constellations [17, 24]. Although IB-DFE receivers were successfully extended to MIMO

scenarios [8], as far as the authors know, the work on FDE receivers for offset signals in MIMO

scenarios is limited.

Since offset signals are usually intended for strongly non-linear amplifiers, they are designed

to have very low envelope fluctuations. In general, this means employing a pulse shape whose

band is above the minimum Nyquist band, unless sophisticated techniques are employed to reduce

the envelope’s dynamic ranges such as magnitude filtering [11, 70].
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In this chapter, we consider offset signals with reduced envelope fluctuations combined with

MIMO schemes that are suitable to combine with strongly non-linear power amplifiers, and we

design appropriate FDE receivers. Conventional IB-DFE receivers are changed to cope with offset

signals in MIMO scenarios, while the pragmatic receivers presented in [17, 24] are also extended

to these scenarios, leading to improvements of BER performance in comparison with conventional

IB-DFE while reducing complexity. Notwithstanding their excellent performance, approaching

the MFB with only few iterations, they become too complex for m-MIMO schemes due to the

required inversion of very large channel matrices, for each subcarrier and each iteration.

Therefore, receivers that do not require matrix inversions must be used to reduce system com-

plexity, while still able to achieve good performance. Iterative receivers based on MRC and EGC

[18, 50, 64, 67] concepts are interesting because they do not require matrix inversions as previ-

ously explained. Although the residual interference levels (both interference between different

transmitted streams and ISI) can be high with such low complexity receivers, they can achieve

very good performance when NR ≫NT , which can be ensured in m-MIMO systems. Therefore,

these receivers are also studied in this chapter and BER performance and complexity analyses of

the mentioned receivers are performed to show the benefits of using low complexity receivers in

offset scenarios.

Moreover, these equalisers should not only retrieve offset signals, but also cope with them

when amplification is used. As we saw in chapter 3, offset signals ensure low envelope fluctua-

tions, allowing the use of non-linear amplifiers. However, the efficiency of the power amplifier

will depend on the pulse shaping filter, as well as, the spectral efficiency. Although bandwidth is

not a concern at mmWave bands, the signal’s band should be limited to the minimum possible.

When applying more stringent pulse shaping filters, the envelope fluctuations will grow, decreas-

ing the power efficiency of the system and/or the BER performance. In that sense, in this chapter,

the different pulse shaping filters presented in section 2.4 are combined with offset signals passing

trough the amplifier models presented in section 2.5.3.

This chapter starts with the study of the processing of M -OQAM signals. Next, the MIMO

IB-DFE receiver previously presented is redefined for offset signals, followed by a pragmatic ver-

sion that performs the pulse shaping matching separately in order to reduce the IQI. Then, the low

complexity iterative receivers performing MRC and EGC concepts are adapted for offset signals.

The BER performance of the different receivers is then evaluated, considering multiple constella-

tions, several pulse shaping filters and different amplifier’s models. At last, the complexity analysis
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done in chapter 4 is performed again, but for offset scenarios.

The work addressed in this chapter has resulted in one journal article [25].

5.1 M -OQAM signal processing

In this chapter, we will consider the multilayer scheme presented in section 3.1, with a generic

symbol sn of an M -QAM or an M -OQAM constellation being obtained as described in section

3.3.

Although M -ary QAM and OQAM share a common polar decomposition in the discrete time

domain, their continuous time counterpart signals differ considerably due to the half of symbol’s

period (i.e. Ts/2) time shift between the in-phase and quadrature components [47, 88], which

ensures no zero crossings, reducing the envelope fluctuations and, consequently, improving the

power efficiency. Thus, the complex equivalent baseband signal is for the QAM case given by

x̆QAM
τ = ∑

n

(
s(I)n + js(Q)

n

)
pτ−nTs

= ∑
n

√
M−1

∑
i=0

gi

(
beq(i,I)np

+ jbeq(i,Q)
np

)
pτ−nTs ,

(5.1)

while for the OQAM is

x̆OQAM
τ =∑

n

s(I)n pτ−nTs + js(Q)
n pτ−Ts/2−nTs

= ∑
n

√
M−1

∑
i=0

gi

(
beq(i,I)np

pτ−nTs + jbeq(i,Q)
np

pτ−Ts/2−nTs

) (5.2)

where τ is the temporal index and pτ is the Nyquist supporting pulse for bandwidth limited trans-

mission, with the passband signal being given for both cases by

xτ = ℜ

{
x̆τe

j2πfcτ
}
, (5.3)

with fc denoting the carrier frequency.

Equation (5.2) shows that for the case of M -ary OQAM signal this can be seen as a serial

representation of an OQPSK signals [77], that can be specially designed to have constant enve-

lope or acceptable trade-off between reduced envelope fluctuations and compact spectrum upon

proper choice of pulse shaping pτ (e.g., a GMSK signal [47]). The Np OQPSK components can
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thus be separately amplified and transmitted by Np antennas, with their combination to form the

correspondent OQAM signal being performed on the air upon MIMO transmission [16, 19]. In ad-

dition, due to the controlled envelope nature of OQPSK signals, highly efficient, low-cost, strongly

non-linear amplifiers can be employed in this case, making clear the advantages of using OQAM

signals. This can be particularly interesting at mmWave where large aggregate antennas can be

employed and signal’s spectrum occupancy above the minimum Nyquist band is not a constraint.

5.1.1 Multirate processing of OQAM signals

Due to the time-shift between in-phase and quadrature components of offset signals, the dig-

ital processing of offset signals upon reception requires the use of sampling above the minimum

Nyquist rate. Let x̆(t)τ denote the baseband complex equivalent M -OQAM signal that is transmit-

ted by the t-th antenna (t= 1, . . . ,NT ), and the corresponding sequence of transmitted M -OQAM

symbols being s
(t)
n as given by (3.24). Let x̆(t)n′ denote the sequence resulting from sampling x̆

(t)
τ

at a rate L/Ts, with L being the oversampling factor above the Nyquist rate which is restricted to

be even. According to (5.2) it is straightforward to prove that

x̆
(t)
n′ = x(t)τ

∣∣∣
τ=n′ Ts

L

=
(
s̆
(t,I)
n′ + js̆

(t,Q)
n′−L/2

)
∗pn′ ,

(5.4)

where ’∗’ denotes the discrete time convolution operation, pn′ is the sampled version of the pulse

shaping filter at the rate L/Ts, i.e.

pn′ = pτ |τ=n′ Ts
L
, (5.5)

and s̆
(t,I)
n′ and s̆

(t,Q)
n′ are the upsampling rate expansion of the in-phase and quadrature components

of the sequence of OQAM sent symbols s(t)n , respectively, with

s̆
(t,j)
n′ =





s
(t,j)
n′
L

, n′ mod L=0

0, otherwise
for j ∈ {I,Q} . (5.6)

Statement 1. For an SC-FDE transmission employing blocks of Nblock symbols the DFT of

sequences s̆
(t,j)
n′ and s

(t,j)
n can be relateda. Let S(t,j)

k =DFT{s(t,j)n ;n=0, . . .,Nblock−1}, with
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k=0, . . .,Nblock−1, and S̆
(t,j)
k′ =DFT{s̆(t,j)n′ ;n′=0, . . .,LNblock−1}, with k′=0, . . .,LNblock−1.

Given the periodic nature of the DFT, these relate as

S̆
(t,j)
k′ = S

(t,j)
k for





k = k′ mod Nblock

j ∈ {I,Q}
, (5.7)

does meaning that the spectrum S
(t)
k is repeated L times over S̆(t)

k′ .

aFor easy understanding, along the chapter, sample instant and frequency index are respectively denoted by n
and k for processing at symbol rate 1/Ts, and by n′ and k′ for processing at oversampling rate L/Ts.

Proof.

S̆
(t)
k′ =

LNblock−1

∑
n′=0

s̆
(t)
n′ e

−jk 2π
LNblock

n′
=

LNblock−1

∑
n′=0

n′ mod L=0

s
(t)
n′
L

e
−jk 2π

LNblock
n′

=
n7→n′

L

Nblock−1

∑
n=0

s(t)n e
−jk 2π

Nblock
n
= S

(t)
k

■

An equivalent representation of symbol s(t)n at oversampling rate L/Ts can thus be obtained

based on (5.4), being given by

s̆
(t)
n′ = s̆

(t,I)
n′ + js̆

(t,Q)

n′−L
2
. (5.8)

It is important to note that s̆(t)n′ embeds the physical nature of OQAM signals by having in-phase

and quadrature components shifted by L/2 samples.

According to (5.7) and time-shifting property of the DFT, it results that the DFT of s̆(t)n′ is

given by

S̆
(t)
k′ = S̆

(t,I)
k′ + je

−jπ k′
Nblock S̆

(t,Q)
k′

= S
(t,I)
k + jΘk′S

(t,Q)
k for k = k′ mod Nblock,

(5.9)

where

Θk′ = e
−jπ k′

Nblock =





e
−jπ k

Nblock , k′ = k+2qNblock

−e
−jπ k

Nblock , k′ = k+(2q+1)Nblock

(5.10)

with q ∈ Z, meaning an alternation in the signal of the quadrature component of each replica.
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Also, from (5.4) it results

X̆
(t)
k′ = Pk′S̆

(t)
k′ , (5.11)

where X̆
(t)
k′ = DFT{x̆(t)n′ ;n′=0, . . .,LNblock−1} and Pk′ = DFT{pn′ ;n′=0, . . .,LNblock−1}.

Analysing (5.9) and (5.11) important conclusions can be drawn upon digital processing of

OQAM signals. Although, according to (5.7), and considering (5.9) the block of OQAM trans-

mitted symbols, {sn;n=0, . . .,Nblock−1}, can be obtained from the first Nblock samples of X̆(t)
k′

(which corresponds to process the signal at Nyquist rate), there is a sort of diversity effect that

is created by processing the OQAM signal at a highest rate, where this information is repeated1

every Nblock samples of X̆(t)
k′ . This can be very useful to improve the BER performance for lin-

ear equalisers when non-offset constellations are used, particularly for the case of low-envelope

fluctuation offset signals. In this case, the pulse shape pτ has typically a bandwidth considerable

above the minimum Nyquist band. So, P ′
k samples for k′≥Nblock can have non-negligible values,

and consequently the corresponding X̆
(t)
k′ samples in equation (5.11) carry important information.

Statement 2. Considering S̆
(t)
k′ given by (5.9), and S

(t)
k =DFT{s(t)n ;n=0, . . .,Nblock−1}, to

obtain S
(t)
k from S̆

(t)
k′ , we can thus make an average over the L replicas, instead of considering

only its first Nblock values, as,

S
(t)
k =

1
L

LNblock−1

∑
k′=0

k′ mod Nblock=k

S̆
(t)
k′ +

1
L

LNblock−1

∑
k′=0

k′ mod Nblock=k

S̆
(t)
k′

Θk′
(5.12)

=
k′ 7→k+lNblock

1
L

L−1

∑
l=0

S̆
(t)
k+lNblock

+
1
L

L−1

∑
l=0

S̆
(t)
k+lNblock

Θk+lNblock

=
k+lNblock 7→(k,l)

1
L

L−1

∑
l=0

S̆
(t)
(k,l)+

1
L

L−1

∑
l=0

S̆
(t)
(k,l)

Θ(k,l)
, (5.13)

where a new notation S̆(k,l) = S̆k+lNblock have been adopted to refer the samples of S̆k′ related

to Sk
a.

aPlease note that, from this point forward, both notations S̆k′ and S̆(k,l) will be used in an undifferentiated
manner, with the choice of each one to be employed being driven by purposes of clarity of the presentation.

Proof. We will compute each of the average terms of the summation (5.13). By considering (5.9)

1In fact, this are not true replicas since they are affected by the phase shift factor Θk′ given by (5.10) which is
known, and can therefore be compensated.
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the calculus of the left average term comes

1
L

L−1

∑
l=0

S̆
(t)
(k,l) =

1
L

L−1

∑
l=0

S
(t,I)
k + j

1
L

L−1

∑
l=0

Θ(k,l)S
(t,Q)
k

= S
(t,I)
k + jS

(t,Q)
k

1
L

L−1

∑
l=0

Θk+lNblock

=
by (5.10)

S
(t,I)
k

(5.14)

where last equality of (5.14) results from the fact that for consecutive values of l phase shifts are

symmetric, i.e. Θ(k,l) =−Θ(k,l+1), and the oversampling factor L has been restricted to be an even

number.

Consider now the right average term of (5.13). Similarly, by using (5.9) and (5.10) it results,

1
L

L−1

∑
l=0

S̆
(t)
(k,l)

Θ(k,l)
=

1
L

L−1

∑
l=0

S
(t,I)
k

Θ(k,l)
+ j

1
L

L−1

∑
l=0

S
(t,Q)
k

= S
(t,I)
k

1
L

L−1

∑
l=0

Θ−k−lNblock + jS
(t,Q)
k

=
by (5.10)

jS
(t,Q)
k .

(5.15)

And so, it results from substituting (5.14) and (5.15) in (5.13) that

S
(t)
k = S

(t,I)
k + jS

(t,Q)
k = DFT

{
s(t)n

}
, (5.16)

as it was wanted to be proved. ■

In order to simplify analysis that follows on the equalisation of OQAM signal under multirate

signal processing, the average defined in (5.13) will be hereafter denoted as

S
(t)
k = ϒ

(
S̆
(t)
(k,l)

)
=

1
L

L−1

∑
l=0

S̆
(t)
(k,l)+

1
L

L−1

∑
l=0

S̆
(t)
(k,l)

Θ(k,l)
, (5.17)

or in an equivalent manner, using (5.12), being denoted as

S
(t)
k = ϒ

(
S̆
(t)
k′

)
. (5.18)
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Linear frequency domain equalisation of OQAM signals upon multirate processing

Let’s start by expressing (5.11) in an equivalent matrix as

X̆k′ = Pk′ S̆k′ . (5.19)

where X̆k′ = [X̆
(1)
k′ . . . X̆

(NT )
k′ ]T and S̆k′ = [S̆

(1)
k′ . . . S̆

(NT )
k′ ]T .

For an m-MIMO system using SC-FDE with offset constellations, the received signals under

multirate digital processing are given by

Yk′ = Hk′X̆k′ +Nk′

= Pk′Hk′ S̆k′ +Nk′

= Heq
k′ S̆k′ +Nk′ ,

(5.20)

where Yk′ = [Y
(1)
k′ . . .Y

(NR)
k′ ]T is the set of received signals, with Y

(r)
k′ denoting the signal re-

ceived by the r-th antenna, Nk′ = [N
(1)
k′ . . .N

(NR)
k′ ]T is the AWGN component, and Heq

k′ = Pk′Hk′

is the equivalent MIMO channel frequency response to be equalised, which includes the channel

frequency response and the pulse shaping filter, and where

Hk′ =




H
(1,1)
k′ · · · H

(1,NT )
k′

...
. . .

...

H
(NR,1)
k′ · · · H

(NR,NT )
k′


 , (5.21)

with H
(r,t)
k′ denoting the channel frequency response between the antenna pair (r, t).

At the receiver, one obtains an estimation of the oversampled transmitted symbol using the

linear equaliser
˜̆Sk′ = Fk′Yk′ . (5.22)

where Fk′ denotes the matrix of feedforward coefficients and the estimation of the block of OQAM

transmitted symbols S̃k (i.e. at symbol rate) is obtained through averaging of all replicas for a given

frequency k as defined in (5.17), i.e.

S̃k = ϒ

(˜̆Sk′

)
(5.23)

Looking at (5.23), one can see that there is an average summation that does not exist for non-

offset cases. Therefore, the already existent equalisers must be changed in accordance. Moreover,
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5.2 IB-DFE receiver for offset signals

in this chapter, it is also introduced the pulse shaping filter and the equalisation should also retrieve

from it.

5.2 IB-DFE receiver for offset signals

In the previous chapter, it is seen that, although IB-DFE presents a high complexity, it ap-

proaches the MFB even in scenarios with high correlation between reception antennas. Neverthe-

less, it is still not able to cope with signals based in offset constellations. Thus, in this section, the

IB-DFE equaliser will be derived for offset signals following the same approach used in section

4.1. Here, it is considered that the equaliser tries to reverse the pulse shaping filter and the channel

frequency response simultaneously.

The new IB-DFE architecture is presented in Fig. 5.1. This architecture is similar to the one

presented in Fig. 4.1, but here, when applying the feedforward filters, there are multiple layers that

converge in the ϒ function, increasing the complexity of the receiver and changing their optimum

filters.
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ŝ(i)
n

<latexit sha1_base64="g7g2n2Wb5vb2cspHuStKgyJP4uE=">AAAB/nicbVBNS8NAEN34WetXVDx5WSxCvZREBcVTwYvHCvYDmlg22027dLMJuxOhhIB/xYsHRbz6O7z5b9y2OWjrg4HHezPMzAsSwTU4zre1tLyyurZe2ihvbm3v7Np7+y0dp4qyJo1FrDoB0UxwyZrAQbBOohiJAsHawehm4rcfmdI8lvcwTpgfkYHkIacEjNSzD70gzLwhAazzXibzh6zKT/OeXXFqzhR4kbgFqaACjZ795fVjmkZMAhVE667rJOBnRAGnguVlL9UsIXREBqxrqCQR0342PT/HJ0bp4zBWpiTgqfp7IiOR1uMoMJ0RgaGe9ybif143hfDKz7hMUmCSzhaFqcAQ40kWuM8VoyDGhhCquLkV0yFRhIJJrGxCcOdfXiSts5p7XnPuLir16yKOEjpCx6iKXHSJ6ugWNVATUZShZ/SK3qwn68V6tz5mrUtWMXOA/sD6/AEpuJWU</latexit>

�

Demodulation

··· }···

NT MTs (Spatial Multiplexing)

NR � NT

+

···

Y
(1)
(k,l)

<latexit sha1_base64="nG9kDNdjX6+BmBZcaDXAE3jCrdg=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1iEFqQkKiiuCm5cVrAPaWOYTCft0MmDmYlQQ77EjQtF3Pop7vwbp20W2nrgwuGce7n3Hi/mTCrL+jYKK6tr6xvFzdLW9s5u2dzbb8soEYS2SMQj0fWwpJyFtKWY4rQbC4oDj9OON76e+p1HKiSLwjs1iakT4GHIfEaw0pJrlu/dtDo+4bXsIa3atcw1K1bdmgEtEzsnFcjRdM2v/iAiSUBDRTiWsmdbsXJSLBQjnGalfiJpjMkYD2lP0xAHVDrp7PAMHWtlgPxI6AoVmqm/J1IcSDkJPN0ZYDWSi95U/M/rJcq/dFIWxomiIZkv8hOOVISmKaABE5QoPtEEE8H0rYiMsMBE6axKOgR78eVl0j6t22d16/a80rjK4yjCIRxBFWy4gAbcQBNaQCCBZ3iFN+PJeDHejY95a8HIZw7gD4zPHyydkhc=</latexit>

Y
(2)
(k,l)

<latexit sha1_base64="ldlW4Bk9k37rPWpARwZ3eLwLd4w=">AAAB+HicbVDLSsNAFL3xWeujUZduBovQgpSkCoqrghuXFexD2hgm00k7dPJgZiLUkC9x40IRt36KO//GaZuFth64cDjnXu69x4s5k8qyvo2V1bX1jc3CVnF7Z3evZO4ftGWUCEJbJOKR6HpYUs5C2lJMcdqNBcWBx2nHG19P/c4jFZJF4Z2axNQJ8DBkPiNYack1S/duWhmf8mr2kFbq1cw1y1bNmgEtEzsnZcjRdM2v/iAiSUBDRTiWsmdbsXJSLBQjnGbFfiJpjMkYD2lP0xAHVDrp7PAMnWhlgPxI6AoVmqm/J1IcSDkJPN0ZYDWSi95U/M/rJcq/dFIWxomiIZkv8hOOVISmKaABE5QoPtEEE8H0rYiMsMBE6ayKOgR78eVl0q7X7LOadXteblzlcRTgCI6hAjZcQANuoAktIJDAM7zCm/FkvBjvxse8dcXIZw7hD4zPHy4jkhg=</latexit>

Y
(NR)
(k,l)

<latexit sha1_base64="BlyfqYK+J5mYiDALynebPUmnmic=">AAAB+nicbVDLSgNBEOyNrxhfGz16GQxCAhJ2VVA8Bbx4kijmIcm6zE4myZDZBzOzSlj3U7x4UMSrX+LNv3GS7EGjBQ1FVTfdXV7EmVSW9WXkFhaXllfyq4W19Y3NLbO43ZRhLAhtkJCHou1hSTkLaEMxxWk7EhT7Hqctb3Q+8Vv3VEgWBjdqHFHHx4OA9RnBSkuuWbx1k/LogFfSu6R86V5XUtcsWVVrCvSX2BkpQYa6a352eyGJfRoowrGUHduKlJNgoRjhNC10Y0kjTEZ4QDuaBtin0kmmp6doXys91A+FrkChqfpzIsG+lGPf050+VkM5703E/7xOrPqnTsKCKFY0ILNF/ZgjFaJJDqjHBCWKjzXBRDB9KyJDLDBROq2CDsGef/kvaR5W7aOqdXVcqp1lceRhF/agDDacQA0uoA4NIPAAT/ACr8aj8Wy8Ge+z1pyRzezALxgf37nFkvk=</latexit>

F
(:,1,i)
(k,l)

<latexit sha1_base64="chb0KGKTBDZ0KitinHMjhLeeBDs=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovQQimJCkpXBUFcVrAPaGOYTCft0MkkzEyEEOKvuHGhiFs/xJ1/47TNQlsPXDiccy/33uNFjEplWd9GYW19Y3OruF3a2d3bPzAPj7oyjAUmHRyyUPQ9JAmjnHQUVYz0I0FQ4DHS86bXM7/3SISkIb9XSUScAI059SlGSkuuWb5x0+q0zmrZQ1pt1u06rWWuWbEa1hxwldg5qYAcbdf8Go5CHAeEK8yQlAPbipSTIqEoZiQrDWNJIoSnaEwGmnIUEOmk8+MzeKqVEfRDoYsrOFd/T6QokDIJPN0ZIDWRy95M/M8bxMq/clLKo1gRjheL/JhBFcJZEnBEBcGKJZogLKi+FeIJEggrnVdJh2Avv7xKumcN+7xh3V1UWs08jiI4BiegCmxwCVrgFrRBB2CQgGfwCt6MJ+PFeDc+Fq0FI58pgz8wPn8AM5GTJw==</latexit>

F
(:,2,i)
(k,l)

<latexit sha1_base64="QR47VjIRoyTXe3s98kqgvhph4IQ=">AAAB/HicbVDLSsNAFJ34rPUV7dLNYBFaKCWpgtJVQRCXFewD2hgm00k7dDIJMxMhhPgrblwo4tYPceffOG2z0NYDFw7n3Mu993gRo1JZ1rextr6xubVd2Cnu7u0fHJpHx10ZxgKTDg5ZKPoekoRRTjqKKkb6kSAo8BjpedPrmd97JELSkN+rJCJOgMac+hQjpSXXLN24aWVaY9XsIa00a40arWauWbbq1hxwldg5KYMcbdf8Go5CHAeEK8yQlAPbipSTIqEoZiQrDmNJIoSnaEwGmnIUEOmk8+MzeKaVEfRDoYsrOFd/T6QokDIJPN0ZIDWRy95M/M8bxMq/clLKo1gRjheL/JhBFcJZEnBEBcGKJZogLKi+FeIJEggrnVdRh2Avv7xKuo26fV637i7KrWYeRwGcgFNQATa4BC1wC9qgAzBIwDN4BW/Gk/FivBsfi9Y1I58pgT8wPn8ANRmTKA==</latexit>

F
(:,NR,i)
(k,l)

<latexit sha1_base64="cKjGejnSD43lzYp3Xr9325N5T8Q=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1iEFkpJVFC6KgjiSqrYB7QxTKaTduhkEmYmQgkBf8WNC0Xc+h3u/BunbRbaeuDC4Zx7ufceL2JUKsv6NnJLyyura/n1wsbm1vaOubvXkmEsMGnikIWi4yFJGOWkqahipBMJggKPkbY3upz47UciJA35vRpHxAnQgFOfYqS05JoHV25SGlVYOX1ISrXKjXtXoeXUNYtW1ZoCLhI7I0WQoeGaX71+iOOAcIUZkrJrW5FyEiQUxYykhV4sSYTwCA1IV1OOAiKdZHp+Co+10od+KHRxBafq74kEBVKOA093BkgN5bw3Ef/zurHyL5yE8ihWhOPZIj9mUIVwkgXsU0GwYmNNEBZU3wrxEAmElU6soEOw519eJK2Tqn1atW7PivVaFkceHIIjUAI2OAd1cA0aoAkwSMAzeAVvxpPxYrwbH7PWnJHN7IM/MD5/AMMLlAk=</latexit>

···

NR receiving antenas

NT size-Nb
<latexit sha1_base64="TH3VvSguMMey+HmQ13u9JQ8YJrI=">AAAB/XicbVDJSgNBEO1xjXEbl5uXxiB4McxoQI8BL55ChGyQhKGnU0ma9Cx014jJEPwVLx4U8ep/ePNv7CwHTXxQ8Hiviqp6fiyFRsf5tlZW19Y3NjNb2e2d3b19++CwpqNEcajySEaq4TMNUoRQRYESGrECFvgS6v7gduLXH0BpEYUVHMbQDlgvFF3BGRrJs49LXqVFWwiPmGoxgotxyfM9O+fknSnoMnHnJEfmKHv2V6sT8SSAELlkWjddJ8Z2yhQKLmGcbSUaYsYHrAdNQ0MWgG6n0+vH9MwoHdqNlKkQ6VT9PZGyQOth4JvOgGFfL3oT8T+vmWD3pp2KME4QQj5b1E0kxYhOoqAdoYCjHBrCuBLmVsr7TDGOJrCsCcFdfHmZ1C7z7lXeuS/kioV5HBlyQk7JOXHJNSmSO1ImVcLJiDyTV/JmPVkv1rv1MWtdseYzR+QPrM8fG72U9A==</latexit>

IDFTs
X

<latexit sha1_base64="IfpGj+9Hy276MRcd7Tcc35mtgrA=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqexqQY8FLx4r2A9ol5JNs21okl2SrFCW/gUvHhTx6h/y5r8x2+5BWx8MPN6bYWZemAhurOd9o9LG5tb2Tnm3srd/cHhUPT7pmDjVlLVpLGLdC4lhgivWttwK1ks0IzIUrBtO73K/+8S04bF6tLOEBZKMFY84JTaXBiaVw2rNq3sL4HXiF6QGBVrD6tdgFNNUMmWpIMb0fS+xQUa05VSweWWQGpYQOiVj1ndUEclMkC1uneMLp4xwFGtXyuKF+nsiI9KYmQxdpyR2Yla9XPzP66c2ug0yrpLUMkWXi6JUYBvj/HE84ppRK2aOEKq5uxXTCdGEWhdPxYXgr768TjpXdf+67j00as1GEUcZzuAcLsGHG2jCPbSgDRQm8Ayv8IYkekHv6GPZWkLFzCn8Afr8AS5fjkc=</latexit>

X
<latexit sha1_base64="IfpGj+9Hy276MRcd7Tcc35mtgrA=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqexqQY8FLx4r2A9ol5JNs21okl2SrFCW/gUvHhTx6h/y5r8x2+5BWx8MPN6bYWZemAhurOd9o9LG5tb2Tnm3srd/cHhUPT7pmDjVlLVpLGLdC4lhgivWttwK1ks0IzIUrBtO73K/+8S04bF6tLOEBZKMFY84JTaXBiaVw2rNq3sL4HXiF6QGBVrD6tdgFNNUMmWpIMb0fS+xQUa05VSweWWQGpYQOiVj1ndUEclMkC1uneMLp4xwFGtXyuKF+nsiI9KYmQxdpyR2Yla9XPzP66c2ug0yrpLUMkWXi6JUYBvj/HE84ppRK2aOEKq5uxXTCdGEWhdPxYXgr768TjpXdf+67j00as1GEUcZzuAcLsGHG2jCPbSgDRQm8Ayv8IYkekHv6GPZWkLFzCn8Afr8AS5fjkc=</latexit>

⌥
<latexit sha1_base64="tM0umng/tPzADuiSzlbuJtOxLTY=">AAAB73icbVBNSwMxEJ2tX7V+VT16CRbBU9lVQQ8eCl48VnBroV1KNs22odkkJlmhLP0TXjwo4tW/481/Y9ruQVsfDDzem2FmXqw4M9b3v73Syura+kZ5s7K1vbO7V90/aBmZaUJDIrnU7RgbypmgoWWW07bSFKcxpw/x6GbqPzxRbZgU93asaJTigWAJI9g6qd0NlWFcil615tf9GdAyCQpSgwLNXvWr25ckS6mwhGNjOoGvbJRjbRnhdFLpZoYqTEZ4QDuOCpxSE+WzeyfoxCl9lEjtSlg0U39P5Dg1ZpzGrjPFdmgWvan4n9fJbHIV5UyozFJB5ouSjCMr0fR51GeaEsvHjmCimbsVkSHWmFgXUcWFECy+vExaZ/XgvO7fXdQa10UcZTiCYziFAC6hAbfQhBAIcHiGV3jzHr0X7937mLeWvGLmEP7A+/wBMw2QDA==</latexit>

l=0
<latexit sha1_base64="PQcHzoeY0O8Y26xk1UF+uXUXGPM=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9CIUvHisYNpCG8pmO2mXbjZhdyOU0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmhang2rjut7O2vrG5tV3aKe/u7R8cVo6OWzrJFEOfJSJRnZBqFFyib7gR2EkV0jgU2A7HdzO//YRK80Q+mkmKQUyHkkecUWMlX+S3U7dfqbo1dw6ySryCVKFAs1/56g0SlsUoDRNU667npibIqTKcCZyWe5nGlLIxHWLXUklj1EE+P3ZKzq0yIFGibElD5urviZzGWk/i0HbG1Iz0sjcT//O6mYlugpzLNDMo2WJRlAliEjL7nAy4QmbExBLKFLe3EjaiijJj8ynbELzll1dJq17zLmvuw1W1US/iKMEpnMEFeHANDbiHJvjAgMMzvMKbI50X5935WLSuOcXMCfyB8/kDhNiObw==</latexit>

l=L�1
<latexit sha1_base64="3hbzoPKOhm0BdF2WfH9y4+yDvXA=">AAAB8HicbVA9SwNBEJ2LXzF+RS1tFoNgY7iLgjZCwMbCIoL5kOQIe5u9ZMnu3rG7J4TjfoWNhSK2/hw7/42b5ApNfDDweG+GmXlBzJk2rvvtFFZW19Y3ipulre2d3b3y/kFLR4kitEkiHqlOgDXlTNKmYYbTTqwoFgGn7WB8M/XbT1RpFskHM4mpL/BQspARbKz0yNPr7C49y7x+ueJW3RnQMvFyUoEcjX75qzeISCKoNIRjrbueGxs/xcowwmlW6iWaxpiM8ZB2LZVYUO2ns4MzdGKVAQojZUsaNFN/T6RYaD0Rge0U2Iz0ojcV//O6iQmv/JTJODFUkvmiMOHIRGj6PRowRYnhE0swUczeisgIK0yMzahkQ/AWX14mrVrVO6+69xeVei2PowhHcAyn4MEl1OEWGtAEAgKe4RXeHOW8OO/Ox7y14OQzh/AHzucPU4WQCQ==</latexit>

···

…

…

(5.23)
<latexit sha1_base64="f2h1WHxhyoeDM2d/ynM5SwVR3WM=">AAAB7XicbVDLTgJBEOzFF+IL9ehlIjHBy2YXfB1JvHjERB4JbMjsMAsjszObmVkTQvgHLx40xqv/482/cYA9KFhJJ5Wq7nR3hQln2njet5NbW9/Y3MpvF3Z29/YPiodHTS1TRWiDSC5VO8SaciZowzDDaTtRFMchp61wdDvzW09UaSbFgxknNIjxQLCIEWys1CxfupXqea9Y8lxvDrRK/IyUIEO9V/zq9iVJYyoM4Vjrju8lJphgZRjhdFroppommIzwgHYsFTimOpjMr52iM6v0USSVLWHQXP09McGx1uM4tJ0xNkO97M3E/7xOaqKbYMJEkhoqyGJRlHJkJJq9jvpMUWL42BJMFLO3IjLEChNjAyrYEPzll1dJs+L6Vde7vyjVrrI48nACp1AGH66hBndQhwYQeIRneIU3RzovzrvzsWjNOdnMMfyB8/kDkq6NxQ==</latexit>

Figure 5.1 Generic block diagram of an IB-DFE receiver for offset constellations.

5.2.1 IB-DFE with hard decisions

The study of IB-DFE receivers with hard decisions for offset signals follows the same rea-

soning used in section 4.1.1. However, the frequency domain estimations associated with the i-th

iteration at the output of the equaliser become

S̃(i)
k = ϒ

(
F(i)
(k,l)Y(k,l)

)
−B(i)

k Ŝ(i−1)
k , (5.24)

83



m-MIMO with offset constellations

where the oversampled feedforward and the feedback matrices are

F(i)
(k,l) =




F
(1,1,i)
(k,l) · · · F

(1,NR,i)
(k,l)

...
. . .

...

F
(NT ,1,i)
(k,l) · · · F

(NT ,NR,i)
(k,l)


 . (5.25)

and

B(i)
k =




B
(1,1,i)
k · · · B

(1,NT ,i)
k

...
. . .

...

B
(NT ,1,i)
k · · · B

(NT ,NT ,i)
k


 , (5.26)

respectively. F
(t,r,i)
(k,l) and B

(t,t,i)
k denote the feedforward and feedback filters coefficients at the

i-th iteration and the vector Ŝ(i−1)
k contains the DFT of the hard-decision time domain blocks

associated with the previous estimations for the transmitted symbols (for the first iteration those

terms are zero, i.e., Ŝ(0)
k = 000NT×1).

Although the feedforward filters are processed with oversampling, the hard-estimations Ŝ(i−1)
k

are obtained at the original rate. Therefore, its relation with the original signal, the correlation

factor and the quantisation error are still given by the set of equations (4.4)-(4.9).

Once more, the feedback and the feedforward coefficients are chosen to minimise the MSE.

As we are still talking about an m-MIMO system, the MSE of the t-th transmitter at iteration i and

frequency k is given by

Ω
(t,i)
k = E

[∣∣∣S̃(t,i)
k −S

(t)
k

∣∣∣
2
]
. (5.27)

However, now S̃
(t,i)
k is given by (5.24), raising new challenges when solving the optimisation

problem given by

minminmin ΩΩΩ
(i)
k =minminmin

NT

∑
t=1

Ω
(t,i)
k =

=minminmin
NT

∑
t=1

E
[∣∣∣S̃(t,i)

k −S
(t)
k

∣∣∣
2
]
=

=minminmin E
[(

S̃(i)
k −Sk

)H (
S̃(i)
k −Sk

)]
,

(5.28)

subject to
1

LNblock

Nblock−1

∑
k=0

L−1

∑
l=0

Tr
(

F(i)
(k,l)H

eq
(k,l)

)
=NT . (5.29)
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The solution to this problem can be obtained using the method of Lagrange multipliers [84],

defining the Lagrange function as

J
(i)
k = E

[(
S̃(i)
k −Sk

)H (
S̃(i)
k −Sk

)]
+

λ
(i)
k

(
1

LNblock

(
Nblock−1

∑
k=0

L−1

∑
l=0

Tr
(

F(i)
(k,l)H

eq
(k,l)

))
−NT

)
,

(5.30)

where λ
(i)
k corresponds to the Lagrange multiplier at iteration i and frequency k, and the coeffi-

cients F(k,l) and Bk that minimise the MSE could be obtained by solving the system of equations

given by 



∇F(i)
(k,l)

(J
(i)
k ) = 000NT×NR

∇B(i)
k

(J
(i)
k ) = 000NT×NT

∇
λ
(i)
k

(J
(i)
k ) = 0

. (5.31)

After solving (5.31)2, it is shown that the feedforward coefficients for iteration i are given by

F(i)
(k,l) = κκκΛΛΛ

(i)
(k,l)

(
Heq

(k,l)

)H
, (5.32)

where κκκ is a normalisation matrix3 and ΛΛΛ
(i)
(k,l) is given by

ΛΛΛ
(i)
(k,l)=

(
1
γ
IIINT

+

(
IIINT

−
(
ϱϱϱ(i−1)

)2
)(L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l)

))−1

. (5.33)

In its turn, the feedback coefficients for iteration i are given by

B(i)
k =

((
1
L

L−1

∑
l=0

F(i)
(k,l)H

eq
(k,l)

)
− IIINT

)
ϱϱϱ(i−1). (5.34)

This iterative process leads to improved estimations throughout iterations even for offset con-

stellations despite their high IQI, and once more the first iterations corresponds to a linear MMSE-

based equaliser.

2See appendix C for the full development of the optimisation problem.
3Usually, κκκ is a diagonal matrix with size NT ×NT , with the values of position (t, t) given by the inverse of the

LHS of (5.29).
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5.2.2 IB-DFE with soft decisions

As mentioned in chapter 4, IB-DFE receiver can be enhanced with the use of soft instead of

hard decisions [15]. For offset constellations, it is also possible with (5.24) becoming

S̃(i)
k = ϒ

(
F(i)
(k,l)Y(k,l)

)
−B(i)

k S(i−1)
k , (5.35)

where S(i−1)
k denotes the average symbol values conditioned to the output of the equaliser at iter-

ation i−1.

Following the same steps presented in section 4.1.2, it is straightforward to obtain the feedback

coefficients and they are given by

B(i)
k =

(
1
L

L−1

∑
l=0

F(i)
(k,l)H

eq
(k,l)

)
− IIINT

. (5.36)

On the other hand, the feedforward coefficients are still obtained by (5.32), but (5.33) becomes

ΛΛΛ
(i)
(k,l)=

(
1
γ
IIINT

+

(
IIINT

−
(
ϱϱϱ(i−1)

)2
)(L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l)

))−1

, (5.37)

where ϱϱϱ(i−1) denotes a diagonal matrix with each element given by (4.29).

5.2.3 BER performance with IB-DFE for offset signals

In this subsection, the BER performance with IB-DFE for offset signals is evaluated. Although

for the AWGN channel, OQPSK presents the same BER of the QPSK constellations [47], when

dealing with time-dispersive channels, the in-phase and quadrature components can not maintain

the initial offset, and at the sampling point in the receiver side, there will be IQI, compromising

the BER performance.

In that sense, we considered the system presented in section 3.1 with NT = 16 transmitters

each one with one antenna, NR =Rb×Ru = 4×16 = 64 reception antennas with the Ru groups

uncorrelated (i.e., ρu = 0), and a clustered mmWave channel [18] (presented in section 2.3) with

4 clusters, each one with 3 rays each. The block size is Nblock = 256 and the constellation 4-

OQAM. Since we want to employ grossly non-linear amplifiers, requiring constant or almost

constant envelope signals, a half-cosine arcade has been used as pulse shaping producing a MSK

signal. This is not a problem at mmWave where there is huge bandwidth, allowing the relief of
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5.2 IB-DFE receiver for offset signals

the bandwidth constraint to obtain signals with constant envelope that could be amplified with

non-linear amplifiers.

Fig. 5.2 present IB-DFE results at 1st and 4th iterations, where the MFB is given by an average

of all the MFBs of each transmission antenna, i.e.,

P̄MFB
b ≈ E

[
P

(t)
MFB

]
. (5.38)

with

P
(t)
MFB = 2

(
1− 1√

M

)
2

log2M
Q


3log2M

(M −1)
Eb

N0

1
LNblock

LNblock−1

∑
k′=0

∣∣∣H(:,t)
k′

∣∣∣
2

NR


 . (5.39)

It is possible to see that after 4 iterations the results are closer to the MFB, but for the linear

FDE (i.e., when only one iteration is used), the performance of 4-OQAM is poor in comparison

to 4-QAM due to the high IQI levels. In that sense, equalisers with better performance in the first

iteration should be developed, ensuring that the receiver converges in few iterations and reducing

its complexity. It can also be observed that the diversity effect created by oversampling, that

enhances the results for the first iteration of QAM, almost vanish after a few iterations.
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Figure 5.2 BER performance comparison of the (a) 1st and (b) 4th iterations of IB-DFE with NT =
16 transmitters each one with one antenna and a base-station with NR = Rb×Ru = 4×16 = 64
reception antennas with the Ru uncorrelated antenna groups, i.e., ρu = 0.
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5.3 Pragmatic receiver for offset signals

Since the problem of equalising offset signals resides on the IQI, ensuring a perfect match in

the pulse shaping may be fundamental to minimise it. In conventional IB-DFE receiver design,

pulse shaping effects are assumed to be together with the channel response, and they are estimated

and recovered at the same time. As the pulse shaping is chosen to ensure the first Nyquist criterion,

it is known a priori. Therefore, in [17], it was suggested a pragmatic approach for SISO where

pulse shaping is assumed to be perfectly matched and the receiver only tries to equalise the channel

response. Here, a receiver based on that concept is derived for MIMO and its BER performance is

also evaluated.

The pragmatic receiver is also iterative and could also use hard or soft decisions4. However,

instead of equalising and recovering the signal at the same time, i.e., taking into account the

contribution of the multiple replicas of the signal created by the diversity effect introduced by

oversampling, the pragmatic approach equalises the oversampled signals. Hence, the output of the

equaliser is given by
˜̆S
(i)

(k,l) = F(i)
(k,l)Y(k,l)−B(i)

(k,l)
¯̆S
(i−1)
(k,l) (5.40)

with

F(i)
(k,l) = E(i)

(k,l)P
∗
(k,l) (5.41)

where the feedforward filter F(i)
(k,l), at each iteration i, is pragmatically considered as the product

of the pulse shaping matched filter P ∗
(k,l) and the filter E(i)

(k,l) that tries to equalise the channel. This

results in

˜̆S
(i)

(k,l) = E(i)
(k,l)P

∗
(k,l)

(
P(k,l)H(k,l)S̆(k,l)+N(k,l)

)
−B(i)

(k,l)
¯̆S
(i−1)
(k,l) =

= |P(k,l)|2E(i)
(k,l)H(k,l)S̆(k,l)+E(i)

(k,l)P
∗
(k,l)N(k,l)−B(i)

(k,l)
¯̆S
(i−1)
(k,l) .

(5.42)

Only after the equalisation process, the signal is down sampled using (5.23), i.e. the estimated

signal is given by

S̃(i)
k = ϒ

(
˜̆S
(i)

(k,l)

)
. (5.43)

Using an MMSE criterion like in the previous section, it can be shown that the feedforward

4Without loss of generality, from now on, only soft decisions will be considered. The analysis for soft decisions for
the remaining equalisers is similar to the IB-DFE case and it follows the lines of subsection 4.1.2.
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coefficients excluding the pulse shaping matched filter are given by

E(i)
(k,l) = κκκΛΛΛ

(i)
(k,l)

(
H(k,l)

)H
, (5.44)

with

ΛΛΛ
(i)
(k,l)=

(
1
γ
IIINT

+

(
IIINT

−
(
ϱϱϱ(i−1)

)2
)(

H(k,l)

)H H(k,l)

)−1

. (5.45)

and κκκ being a diagonal normalisation matrix ensuring

1
LNblock

Nblock−1

∑
k=0

L−1

∑
l=0

Tr
(

E(i)
(k,l)H(k,l)

)
=NT . (5.46)

The feedback coefficients for iteration i are given by

B(i)
(k,l) = F(i)

(k,l)H(k,l)− IIINT
. (5.47)

5.3.1 BER performance with pragmatic receiver

In this subsection, the same system tested in section 5.2.3 is used. By observing Fig. 5.3,

we can see that the first iteration of the pragmatic receiver presents a very good performance, with

results closer to the MFB, contrarily to the IB-DFE first iteration that cannot converge. Clearly, the

first iteration presents a good estimation and the second iteration the pragmatic receiver continues

to be better than a conventional IB-DFE. However, in the fourth iteration the performance becomes

similar for both.

Although the results are similar when using iterations and it is almost indifferent which re-

ceiver its used, when trying to reduce the complexity, using less iterations, the pragmatic is the

best choice, presenting a good performance even in its linear form. Nevertheless, it still requires

matrix inversions, requiring high complexity.

5.4 Low complexity receivers for offset signals

In chapter 4, we saw that receivers based on MRC and EGC concepts [50, 64] present lower

complexity than conventional IB-DFE receivers or pragmatic approaches. In fact, they could be

a low complexity solution for equalisation, presenting very good performance when NT ≪ NR.

Since next generation communication systems, such as the one presented in section 3.1, can be

89



m-MIMO with offset constellations

htb
0 2 4 6 8 10

10
−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
(dB)

B
E

R

 

 

MFB

IB−DFE

Pragmatic

1st iter.

2nd iter.

4th iter.

Figure 5.3 BER performance comparison between IB-DFE and pragmatic receivers for a 4-
OQAM constellation with L = 2, using multiple iterations with NT = 16 transmitters each one
with one antenna, NR =Rb×Ru = 4×16 = 64 reception antennas with the Ru uncorrelated, i.e.,
ρu = 0.

designed to have high NR/NT ratios and that many antennas can be placed with distances of

multiple wavelengths in a small space, especially for systems operating at mmWave frequencies,

there will be conditions to use low complexity receivers that do not require matrix inversions. To

adapt these receivers to offset signals, the pragmatic approach can be employed, equalising only

the oversampled signal, instead of equalising and recover at the same time, and assuming pulse

shaping perfect matching. Therefore, the output of the equaliser is given by

˜̆S
(i)

(k,l) = F(k,l)Y(k,l)−B(k,l)
¯̆S
(i−1)
(k,l) , (5.48)

followed by averaging according to (5.23), i.e., with result at the end of the i-th iteration being

computed as in (5.43). The main differences to the previous approach are that instead of obtain-

ing the feedforward coefficients through high complexity equations like (5.44) and (5.45), with

the inversion of huge matrices for each frequency, MRC or EGC schemes use feedforward coeffi-

cients that are simpler to determine like the Hermitian of the channel and the phase of the channel

elements, and that do not depend on the iteration5.

Hence, the feedfoward coefficients for both equalisers are given by

F(k,l) = E(k,l)P
∗
(k,l), (5.49)

5It should be noted that, as in the MRC and EGC receiver of [64], the iterations are still required to cancel the
residual inter-user interference levels, but feedforward and feedback filters are kept unchanged along the iterations
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with E(k,l) varying accordingly the chosen method.

For the MRC equaliser, we have

E(k,l) = κκκHH
(k,l), (5.50)

where κκκ denotes a normalisation diagonal matrix whose the (t, t)-th element is given by

κ(t,t) =

(
1

LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
2
)−1

. (5.51)

For the EGC receiver, we have

E(k,l) = κκκAH
(k,l), (5.52)

with the elements of A(k,l) given by

A
(r,t)
(k,l) =

H
(r,t)
(k,l)

|H(r,t)
(k,l)|

= e
j arg

(
H

(r,t)
(k,l)

)
, (5.53)

and κκκ denoting a normalisation diagonal matrix whose the (t, t)-th element is given by

κ(t,t) =

(
1

LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
)−1

. (5.54)

Hereupon, it can easily be shown that the optimum values of Bk are given by

B(k,l) = F(k,l)H(k,l)− IIINT
. (5.55)

The remaining process is equal to the one presented for the conventional IB-DFE or the prag-

matic receivers. Therefore, iterative receivers based on MRC and EGC concepts are very similar

to IB-DFE and pragmatic receivers but with the advantage of having fixed F(k,l) and B(k,l) matrices

for the different iterations and not requiring complex matrix inversions, while obtaining almost the

same BER performance for scenarios with NT ≪NR and low correlation between antennas, as it

will be shown in the next subsection.
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5.4.1 BER performance analysis with low complexity receivers

In this subsection, the system presented in section 3.1 is used in a BER performance compar-

ison for the receivers previously presented. We considered a system with NT = 16 transmitters

each one with one antenna and multiple configurations of the reception antennas. The mmWave

channel described in section 2.3.3 was considered with Nch_clu = 4 clusters of Nray_clu = 3 rays

each. The block size is Nblock = 256 and different constellation sizes are tested. As previously, the

pulse shaping is a half-cosine arcade.

We start to test the scenario with NR = Rb×Ru = 4× 16 = 64 reception antennas with the

Ru groups uncorrelated, i.e., ρu = 0. These results are presented in Fig. 5.4. We can see that

when using 4 iterations the low complexity receivers, especially the MRC, present a very good

performance, close or even better than the IB-DFE and pragmatic approaches for 4-OQAM and

16-OQAM. This fact, allied to their low complexity, makes them a suitable choice for m-MIMO

systems like the one herein described. However, for greater constellations such as 64-OQAM, their

performance becomes poor. Since it was considered a scenario where the Ru were uncorrelated,

the only way to improve the BER performance in 64-OQAM is to increase the number of reception

antennas.

Therefore, we studied the BER performance when varying the correlation factor ρu for a given

Eb/N0 and for different number of reception antennas. The Eb/N0 values chosen correspond to

the MFB at 10−4 and are presented in table 5.1.

Table 5.1 Eb/N0 at 10−4 of MFB for different constellations

4-OQAM 16-OQAM 64-OQAM

Eb/N0 @ 10−4 8.6 dB 12.4 dB 16.7 dB

In Fig. 5.5, the BER results for the scenario previously presented with NR = Rb ×Ru =

4×16 = 64 reception antennas are depicted only for ρu ≥ 0.4 because below this value there are

no gains. It is shown that for 4-OQAM the BER is constant until the correlation reaches about 0.8

for all receivers. This limit is similar when considering 16-OQAM and 64-OQAM using IB-DFE

or pragmatic receivers. However, as expected MRC and EGC are more sensible to the correlation

factor, with MRC starting to be affected at ρu = 0.5 for 16-OQAM and with BER not being below

10−2 both of equalisers when using 64-OQAM.

On the other hand, when the number of antennas is increased to NR =Rb×Ru = 4×32= 128
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Figure 5.4 BER performance comparison of the 4th iteration of multiple receivers with NT =
16 transmitters each one with one antenna, NR = Rb ×Ru = 4× 16 = 64 reception antennas
with the Ru groups uncorrelated, i.e., ρu = 0, for a) 4-OQAM, b) 16-OQAM and c) 64-OQAM
constellations, with L= 2.

reception antennas, the performance of MRC and EGC improves substantially, even for 64-OQAM

constellations, being only affected when ρu ≥ 0.8 for the more complex methods as seen in Fig.

5.6. Therefore, once more it is shown that for an m-MIMO scenario at mmWaves, MRC is a low

complexity alternative to other methods presenting the same or even better performance.

We have also performed simulations for an even harder case, where it was considered a system

with NR =Rb×Ru = 8×32 = 256 reception antennas and 64-OQAM. The results obtained were

similar to the ones presented in Fig. 5.6(c), reinforcing the conclusions previously drawn, and for

that reason they are not here presented. Simulation tests to study the impact of the diversity

effect created by oversampling as also been conducted. It was also seen that, as long as L≥2, the

diversity effect created by oversampling does not affect the BER performance when iterations are

used and once more the results are not presented.

The hereby BER results show that low complexity receivers present performance very close

to the MFB, with MRC being the best receiver tested, but they are more sensitive to correlation
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Figure 5.5 BER performance comparison at the 4th iteration of multiple receivers with NT = 16
transmitters each one with one antenna, NR = Rb×Ru = 4× 16 = 64 reception antennas with
variant correlation for a) 4-OQAM, b) 16-OQAM and c) 64-OQAM constellations with L = 2
using the Eb/N0 values present in table 5.1.

between antennas. However, when under favourable conditions, i.e., for m-MIMO scenarios with

hundreds of antennas, they present the same behaviour of IB-DFE or pragmatic approaches, only

being affected for ρu ≥ 0.8 values. Hence, considering their low complexity, as we will see at the

end of the chapter, they are a suitable choice to use in the next generation communication systems.

5.5 BER Performance analysis using amplification

In the previous sections, we proposed and evaluated receivers for offset signals and we verified

that the low complexity receivers present similar BER results to the IB-DFE ones. However, only

half-cosine arcade has been used as pulse shaping and as we have seen in section 2.4, bandwidth

is being wasted when using this kind of filters because they use bandwidth above the minimum

Nyquist. To improve spectral efficiency, other kind of pulse shaping filters can be employed.

Nonetheless, they will increase the envelope fluctuations in the time domain of the filtered signal,
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Figure 5.6 BER performance comparison at the 4th iteration of multiple receivers with NT = 16
transmitters each one with one antenna, NR = Rb×Ru = 4× 32 = 128 reception antennas with
variant correlation for a) 4-OQAM, b) 16-OQAM and c) 64-OQAM constellations with L = 2
using the Eb/N0 values present in table 5.1.

reducing performance when amplification is used. In that sense, in this section, several pulse

shaping filters are combined with different amplifier models when offset constellations are used.

In this section, we consider the same system used in the previous section with the addition

of an amplification stage employing the SSPA or the hard limiter model. Moreover, only the

hardest scenario is evaluated, i.e., 64-OQAM, because the interest of the system is to use large

constellations to have high spectral efficiency and we saw in the previous sections that the increase

of the constellation size is the bottleneck for the BER performance.

We start to combine the half-cosine arcade, previously used, with SSPA and hard limiter mod-

els. Here, we increase the number of groups Ru. Results are presented in Fig. 5.7, where we can

see that there is no changes when employing amplification. This fact is easily explained because

the signals present constant envelope, with the amplification not adding distortion. However, we

already know that bandwidth is being wasted.

To improve the spectral efficiency without decreasing power efficiency, we employed a filtered
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Figure 5.7 BER performance comparison of the 4th iteration of multiple receivers with NT = 16
transmitters each one with one antenna, NR = Rb×Ru = 4× 32 = 128 reception antennas with
ρu = 0.5 for 64-OQAM constellations, with L= 2 and half-cosine pulse shaping filter, when using
a) SSPA with pamp = 1 and b) hard limiter models.
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Figure 5.8 BER performance comparison of the 4th iteration of multiple receivers with NT = 16
transmitters each one with one antenna, NR = Rb×Ru = 4× 32 = 128 reception antennas with
ρu = 0.5 for 64-OQAM constellations, with L = 2 and RC pulse shaping filter with β = 0.22,
when using a) SSPA with pamp = 1 and b) hard limiter models.

half-cosine pulse shaping filter obtaining the same results of Fig. 5.7 and for that reason they are

not shown here. This fact is expected because the signal’s envelope remains almost constant as we

have seen in section 2.4.

To have further improvement in the limitation of the bandwidth, powerful pulse shaping filters

should be used as RC or RRC. However, the signal’s envelope will present some fluctuations

which can present impact in the BER performance. In fact, when using an RC with β = 0.22

(the typical value used in LTE), BER suffers a large increase as we can see in Fig. 5.8. This

increase only affects MRC and EGC when using SSPA model with pamp = 1, but it is common to

all equalisers when using the hard-limiter.
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The same results of Fig. 5.8 are also obtained when using an RRC filter with the same roll-

off. These results can be improved, with the use of more reception antennas as we see previously.

Fig. 5.9 shows that in fact results are improved for the SSPA case, but there is still an error floor

for hard limiter case, precluding the use of this kind of pulse shaping without envelope control

techniques, even with very high NR/NT ratio.

0 2 4 6 8 10 12 14 16 18
10

−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
(dB)

B
E

R

 

 

MFB

IB−DFE

Pragmatic

MRC

EGC

(a)

0 2 4 6 8 10 12 14 16 18
10

−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
(dB)

B
E

R
 

 

MFB

IB−DFE

Pragmatic

MRC

EGC

(b)

Figure 5.9 BER performance comparison of the 4th iteration of multiple receivers with NT = 16
transmitters each one with one antenna, NR =Rb×Ru = 4×128 = 512 reception antennas with
ρu = 0.5 for 64-OQAM constellations, with L = 2 and RRC pulse shaping filter with β = 0.22,
when using a) SSPA with pamp = 1 and b) hard limiter models.

Hence, the use of pulse shaping to limit the bandwidth, increasing the spectral efficiency of

the communication systems, should be combined with control envelope techniques, such as MM,

to reduce the signal’s distortion and improve the BER performance.

5.6 Complexity Analysis

In this section, the complexity analysis for the different equalisers presented in this chapter

is performed. This analysis is similar to the one presented in chapter 4, but now the equalisers

analysed are: conventional IB-DFE, pragmatic and iterative MRC and EGC for offset signals.

Once again, for conventional IB-DFE and pragmatic approaches, it is only done for its linear part,

that in the case of IB-DFE corresponds to an MMSE equaliser.

This analysis is also performed per frequency k (i.e., at symbol rate 1/Ts) to ensure a fair

comparison when oversampling is used, since the various methods deal with it in different ways.

Also, the number of FLOPs is used as comparison method and only the calculus directly related

to the MIMO equalisation procedure are included. As in section 4.4, we consider that basic op-

erations in the real domain require one FLOP. The number of required FLOPs for the remaining
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matrix and scalar operations used in this analysis are in Table 4.1. Here, it is also considered the

computational cost of ϒ(v) function (where v is is an arbitrary vector of complex coefficients with

size P ×1 as defined in section 4.4 that is equal for all equalisers and corresponds to 15L FLOPs.

Table 5.2 presents the number of FLOPs of each algorithm stage, considering the equations

presented in the previous sections. As this analysis is made per frequency k and the calculus of

the normalisation diagonal matrix κκκ is equal for every frequency k, it only needs to be computed

once and the calculus of its complexity is divided by Nblock.

Note that for the iterative MRC and EGC equalisers, when estimating S̃k, the first iteration cor-

responds to the linear equaliser (5.22), and in the following iterations only the product B(k,l)S̄
(i−1)
(k,l)

and its subtraction from the result of (5.22) has to be computed, since the matrices F(k,l) and B(k,l)

are fixed; thus each additional iteration adds just a small computational burden.

Table 5.2 shows that there is an improvement in reducing the computational complexity of the

overall system when employing the iterative MRC and EGC in comparison with the first iteration

of conventional IB-DFE and pragmatic receivers. Moreover, we see that conventional IB-DFE is

more dependent on the oversampling factor, while the remaining methods only depend on it in the

calculus of κκκ and when employing ϒ function to recover the original symbols.

An important result that can be taken from Table 5.2 is the asymptotic complexity reduction

when NR/NT≫1. From the table analysis, it can be concluded that MMSE and pragmatic present

an asymptotic complexity of (8
3 +(4L+8)(NR/NT ))N

3
T and (8

3 +12(NR/NT ))N
3
T , respectively,

while for the iterative MRC and EGC is (8(NR/NT ))N
3
T . By performing the ratios of the asymp-

totic complexities, one gets

FLOPsMRC/EGC

FLOPsMMSE
≈

NR
NT

≫1

8(NR/NT )
8
3 +(4L+8))(NR/NT )

→ 8
4L+8

(5.56)

and
FLOPsMRC/EGC

FLOPsPragmatic
≈

NR
NT

≫1

8(NR/NT )
8
3 +12(NR/NT )

→ 2
3

, (5.57)

which means that the complexity reduction converges asymptotically to 33% comparing with the

pragmatic approach and, at least, 50% (considering L=2) when comparing with MMSE. Note

that for moderate values of NR and NT , this may not seem a substantial reduction regarding the

number of computed FLOPs. However, for m-MIMO scenarios, where it is necessary to deal with

high dimension matrices, this reduction is noticeable, and it may correspond to the savings of
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Table 5.2 Total number of FLOPs for each equaliser adapted for offset constellations

Method Equation(s)
MMSE κκκ: 8LNTNR LHS of (5.29)

(1st iteration F(k,l): 8
3N

3
T +(4L+8)N2

TNR+
(15

2 +L
)
N2

T +(12L−2)NTNR+
(41

6 −L
)
NT (5.32)

IB-DFE) ˜̆S(k,l): 8
3N

3
T +(4L+8)N2

TNR+
(15

2 +L
)
N2

T +(12L+6)NTNR+
(29

6 −L
)
NT (5.22)

S̃k: 8
3N

3
T +(4L+8)N2

TNR+
(15

2 +L
)
N2

T +(12L+6)NTNR+
(29

6 −L
)
NT +15L (5.23)

Pragmatic κκκ: 8LNTNR LHS of (5.46)
(1st iteration) E(k,l): 8

3N
3
T +12N2

TNR+ 17
2 N

2
T +2NTNR− 1

6NT (5.44)
F(k,l): 8

3N
3
T +12N2

TNR+ 17
2 N

2
T +(8L+4)NTNR+ 35

6 NT (5.41)
˜̆S(k,l): 8

3N
3
T +12N2

TNR+ 17
2 N

2
T +(8L+12)NTNR+ 23

6 NT (5.22)

S̃k: 8
3N

3
T +12N2

TNR+ 17
2 N

2
T +(8L+12)NTNR+ 23

6 NT +15L (5.23)

MRC κκκ: 4LNTNR (4.32)
E(k,l): 4LNTNR+6NT (5.50)
F(k,l): (4L+2)NTNR+6NT (4.31)
B(k,l): 8N2

TNR−2N2
T +NT (5.55)

˜̆S(k,l): 1st iter: (4L+10)NTNR+4NT

2nd iter: (1st iter) +8N2
TNR+6N2

T +NT (5.48)
ni>2 iter: (2nd iter) +(8ni−16)N2

T

S̃k (no iter.): (4L+10)NTNR+4NT +15L
(5.23)(ni>1 iter.): 8N2

TNR+(8ni−10)N2
T +(4L+10)NTNR+5NT +15L

EGC κκκ: 5LNTNR (4.34)
E(k,l): (5L+6)NTNR+6NT (5.52)
F(k,l): (5L+8)NTNR+6NT (4.31)
B(k,l): 8N2

TNR−2N2
T +NT (5.55)

˜̆S(k,l): 1st iter: ((5L+16)NTNR+4NT

2nd iter: (1st iter) +8N2
TNR+6N2

T +NT (5.48)
ni>2 iter: (2nd iter) +(8ni−16)N2

T

S̃k (no iter.): (5L+16)NTNR+4NT +15L
(5.23)(ni>1 iter.): 8N2

TNR+(8ni−10)N2
T +(5L+16)NTNR+5NT +15L

hundreds of thousands of FLOPs as shown in Table 5.36.

This complexity analysis shows that MRC and EGC receivers present even further complexity

reduction than for non-offset signals and they are a valuable choice for the system proposed in

section 3.1.

6The ratio NR/NT in Table 5.3 only considers the number of Ru antennas since their correlation is the main factor
that influences the performance of the receivers as we see in chapter 4.
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Table 5.3 Number of FLOPs for different m-MIMO scenarios using offset constellations

NT ×Rb ×Ru 16×4×16 16×4×32 16×4×128
MMSE 306294 599158 2356342

Pragmatic 238470 463750 1815430

MRC 1st iter: 18496 1st iter: 36928 1st iter: 147520
2nd iter: 132624 2nd iter: 263696 2nd iter: 1050128
Following iterations: 2048 Following iterations: 2048 Following iterations: 2048

Total (for 4 iter.): 155246 Total (for 4 iter.): 304750 Total (for 4 iter.): 1201774

EGC 1st iter: 26688 1st iter: 53312 1st iter: 213056
2nd iter: 132624 2nd iter: 263696 2nd iter: 1050128
Following iterations: 2048 Following iterations: 2048 Following iterations: 2048

Total (for 4 iter.): 163438 Total (for 4 iter.): 321134 Total (for 4 iter.): 1267310

NR/NT 1 2 8

Complexity
49% 49% 49%Reduction (MMSE)

Complexity
35% 34% 34%Reduction (Prag.)

5.7 Conclusion remarks

In this chapter, we considered the use of offset constellations in m-MIMO systems operating

at mmWave frequencies. The transmitted signals were designed to be compatible with strongly

non-linear power amplifiers, since they either have an almost constant envelope (as in the OQPSK

case) or can be decomposed as the sum of constant-envelope OQPSK components, making them

compatible with strongly non-linear power amplifiers.

To equalise this type of signals, we proposed low complexity frequency domain receivers. In

m-MIMO scenarios, it is shown that the proposed receivers can have performance close to the

MFB, while achieving a complexity at least 33% lower than conventional methods that employ

matrix inversions, making them particularly interesting for future wireless systems operating at

mmWave bands.

Nonetheless, these receivers only work well when no amplification is employed or, if it is

employed, when the pulse shaping has a bandwidth bigger than the minimum Nyquist band with

the signals remaining with constant envelope. To use pulse shaping filters close to the minimum

Nyquist band such as RC and RRC, signals should suffer some kind of envelope control to keep

its envelope constant.
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6.1 Conclusions

This thesis proposed a new multilayer m-MIMO architecture at mmWave bands for the next

generation wireless systems for uplink scenarios. This new architecture allows the achievement

of high spectral and power efficiencies. The gains in spectral efficiency result from the use of

high level constellations and spatial multiplexing which increases the overall system throughput.

The gains in power efficiency result from the decomposition of these high level constellations into

polar components with quasi-constant envelope (through the use of proper pulse shaping and/or

MM techniques) transmitted over independent antennas, while using SC modulation and efficient

non-linear amplification. The architecture use up to three layers of antennas at the transmitter

enable to explore spatial multiplexing, beamforming and efficient amplification, and two layers at

the receiver that explore spatial multiplexing and beamforming. This is made possible because of

the small wavelengths at mmWave bands that allow the placement of hundreds of antennas in a

small area.
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Different features of this new architecture were studied and it was tested under a mmWave

clustered channel model that was also proposed within the scope of this thesis. The main contri-

butions to this new architecture can be summarised as:

• A simplified and accurate BER expression based on a Gaussian approximation has been pro-

posed for systems performing MM with M -PSK constellations. This expression has proved

to be suitable for both AWGN and time-dispersive channels within different system config-

urations, such as MM maximum admissible amplitude and the pulse shaping filter’s roll-off,

being dependent only on the constellation size and the KL divergence between the PDF of

MM factors and the Gaussian PDF approximation. The proposed BER expression allows the

fast assessment of the performance M -PSK signals with MM possible in a straightforward

manner, without having to perform extensive Monte Carlo simulations.

• A new set of iterative low complexity equalisers based on the MRC and EGC principles

have been proposed. These enable considerable savings on the computational burden when

equalising m-MIMO signals employing block-based SC transmission with FDE. The gain

of the proposed techniques results from not requiring the inversion of the channel matrix, as

state of the art equalisers do.

• Low complexity frequency domain receivers to equalise OQPSK-type signals and to per-

form multi-user detection under m-MIMO scenarios were also proposed. This type of sig-

nals is very important in the development of the new proposed architecture since they have

an almost constant envelope making them compatible with strongly non-linear power ampli-

fiers enabling high power efficient transmission. In m-MIMO scenarios, it is shown that the

proposed receivers can have performance close to the MFB, while achieving a complexity

at least 33% lower than conventional methods that employ matrix inversions, making them

particularly interesting for future wireless systems operating at mmWave bands.

6.2 Future Work

Although during this work we have produced 1 patent application, 3 journal articles and 10

articles in proceedings of international conferences, not all features of this new architecture have

been addressed and there is still open issues to be solved in the future.
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6.2 Future Work

The development of the new multilayer m-MIMO at mmWave proposed in this thesis still

present some challenges, mainly at the transmitter side. Fig. 6.1 recovers the transmitter chain per

user presented in section 3.4. There, we can see that MM is not included in the system yet and the

combination at wireless channel was not also performed.

Decomposition

Amplification

+

Envelope Control

Pulse 
shaping

Envelope Control

Pulse 
shaping

Envelope Control

Pulse 
shaping

Amplification

Amplification

OQPSK

gNp

OQPSK

g1

OQPSK

g0

M-OQAM

Physical/Wireless

...

Figure 6.1 Current development status of the transmission chain of a generic user of the proposed
multilayer m-MIMO architecture at mmWave bands.

Hence, one of the future challenges is to include an MM module in the transmitter system.

This will allow the use of strongly non-linear amplifiers, but will require receivers able to retrieve

MM signals. A possible approach to simplify receivers for MM signals is equalising only the

channel impairments as we did in chapter 3. As we will consider OQPSK, each symbol is on

a different quadrant and there is no zero crossings, which makes straightforward to obtain the

original signals after equalising. Also, to improve the envelope control, MM techniques especially

designed for OQPSK-type signals, such as Ring-type Magnitude Modulation (RMM) [28, 29, 70],

can be employed.

Another future challenge is the use of the wireless channel as combiner for the polar com-

ponents of a high level constellation. This will reduce the complexity at the transmitter side, but

could raise some issues at the receiver side.

Beside these two topics that are only incremental to this thesis, there are other future possibil-

ities of research, which are:

• The inclusion of the proposed architecture in a more complex system not only performing
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uplink scenarios but also downlink scenarios, where probably will be used multi carrier

modulations;

• The test of these techniques in the physical world, building a prototype, e.g. in software

defined ratio platforms, to serve as proof of concept.
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A
List of Properties

The properties hereby presented are based on [84, 89]. A and B stand for complex matrices, a

stands for a complex vector and I is the identity matrix. X and Y stands for random variables, c

stands for a constant and f() stands for a function. s is a time domain signal and Sk its DFT.

AA−1 = A−1A = I (Prp. A)

||a||2 = (|a1|2 + |a2|2 + ...+ |an|2)1/2 = (aHa)1/2 (Prp. B)

AH = AT∗ (Prp. C)

(A+B)H = AH +BH (Prp. D)

(AB)H = BHAH (Prp. E)

aHa = Tr(aaH) (Prp. F)
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List of Properties

Tr(A+B) = Tr(A)+Tr(B) (Prp. G)

E{X+Y }= E{X}+E{Y } (Prp. H)

E{cX}= cE{X} (Prp. I)

∂ (A+B) = ∂ (A)+∂ (B) (Prp. J)

∂ (AB) = ∂ (A)B+A∂ (B) (Prp. K)

∇Af(A,B) = 2
∂f(A,B)

∂A∗ =
∂f(A,B)
∂RA

+ j
∂f(A,B)
∂IA

(Prp. L)

∂Tr(ABH)

∂B∗ = A (Prp. M)

∂A
∂A∗ =

∂A∗

∂A
= 000 (Prp. N)

∂ (E [A]) = E [∂ (A)] (Prp. O)

s[n−no]
DFT→ e−j 2πk

N noS[k] (Prp. P)





a+ b, = e

c+d, = f
⇔ a+ b+ c+d= e+f (Prp. Q)
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B
Minimisation of MSE in IB-DFE receivers for

MIMO

In this appendix, it is shown the full development of the calculus of the feedforward and

feedback coefficients that minimise the MSE in the IB-DFE receivers for MIMO presented in

section 4.1. Although this problem has been addressed multiple times in the literature, there is no

place where it is entirely developed for MIMO matrices. In this sense, this appendix represents the

work on the understanding of such technique during this thesis, that has served as a basis on the

development of the proposed receivers. Moreover, it intends to fulfil the gap of a full development

on the literature and to serve as a tutorial for future studies on IB-DFE and the development of

new techniques based on it.

Here, the expressions presented in section 4.1 will be fully developed, with indication of all

the properties used and that are described in the List of Properties at appendix A. It should also

be noted that as the development of the optimisation problem does not depend on the iteration

number, the superscript (i) will be omitted to lighten the notation.

113



Minimisation of MSE in IB-DFE receivers for MIMO

First, let’s develop the sum of the MSEs:

ΩΩΩk = E
[(

S̃k−Sk

)H (
S̃k−Sk

)]
(B.1)

= E
[

Tr
((

S̃k−Sk

)(
S̃k−Sk

)H)]
(B.2)

= E
[

Tr
((

FkYk−BkŜk−Sk

)(
FkYk−BkŜk−Sk

)H)]
(B.3)

= E
[

Tr
(
(Fk (HkSk+Nk)−Bk (ϱϱϱSk+∆∆∆k)−Sk)

(Fk (HkSk+Nk)−Bk (ϱϱϱSk+∆∆∆k)−Sk)
H

)]
(B.4)

= E
[

Tr
(
(FkHkSk+FkNk−BkϱϱϱSk−Bk∆∆∆k−Sk)

(
SH
k HH

k FH
k +NH

k FH
k −SH

k ϱϱϱHBH
k −∆∆∆

H
k BH

k −SH
k

))]
(B.5)

= E
[

Tr
(

FkHkSkSH
k HH

k FH
k +FkHkSkNH

k FH
k −FkHkSkSH

k ϱϱϱHBH
k −FkHkSk∆∆∆

H
k BH

k

−FkHkSkSH
k +FkNkSH

k HH
k FH

k +FkNkNH
k FH

k −FkNkSH
k ϱϱϱHBH

k −FkNk∆∆∆
H
k BH

k

−FkNkSH
k −BkϱϱϱSkSH

k HH
k FH

k −BkϱϱϱSkNH
k FH

k +BkϱϱϱSkSH
k ϱϱϱHBH

k +BkϱϱϱSk∆∆∆
H
k BH

k

+BkϱϱϱSkSH
k −Bk∆∆∆kSH

k HH
k FH

k −Bk∆∆∆kNH
k FH

k +Bk∆∆∆kSH
k ϱϱϱHBH

k +Bk∆∆∆k∆∆∆
H
k BH

k

+Bk∆∆∆kSH
k −SkSH

k HH
k FH

k −SkNH
k FH

k +SkSH
k ϱϱϱHBH

k +Sk∆∆∆
H
k BH

k +SkSH
k

)]
(B.6)

= E
[

Tr
(
FkHkSkSH

k HH
k FH

k

)
+Tr

(
FkHkSkNH

k FH
k

)
−Tr

(
FkHkSkSH

k ϱϱϱHBH
k

)

−Tr
(

FkHkSk∆∆∆
H
k BH

k

)
−Tr

(
FkHkSkSH

k

)
+Tr

(
FkNkSH

k HH
k FH

k

)
+Tr

(
FkNkNH

k FH
k

)

−Tr
(
FkNkSH

k ϱϱϱHBH
k

)
−Tr

(
FkNk∆∆∆

H
k BH

k

)
−Tr

(
FkNkSH

k

)
−Tr

(
BkϱϱϱSkSH

k HH
k FH

k

)

−Tr
(
BkϱϱϱSkNH

k FH
k

)
+Tr

(
BkϱϱϱSkSH

k ϱϱϱHBH
k

)
+Tr

(
BkϱϱϱSk∆∆∆

H
k BH

k

)
+Tr

(
BkϱϱϱSkSH

k

)

−Tr
(
Bk∆∆∆kSH

k HH
k FH

k

)
−Tr

(
Bk∆∆∆kNH

k FH
k

)
+Tr

(
Bk∆∆∆kSH

k ϱϱϱHBH
k

)
+Tr

(
Bk∆∆∆k∆∆∆

H
k BH

k

)

+Tr
(
Bk∆∆∆kSH

k

)
−Tr

(
SkSH

k HH
k FH

k

)
−Tr

(
SkNH

k FH
k

)
+Tr

(
SkSH

k ϱϱϱHBH
k

)

+Tr
(

Sk∆∆∆
H
k BH

k

)
+Tr

(
SkSH

k

)]
(B.7)

= E
[

Tr
(
FkHkSkSH

k HH
k FH

k

)
−Tr

(
FkHkSkSH

k ϱϱϱHBH
k

)
−Tr

(
FkHkSkSH

k

)

+Tr
(
FkNkNH

k FH
k

)
−Tr

(
BkϱϱϱSkSH

k HH
k FH

k

)
+Tr

(
BkϱϱϱSkSH

k ϱϱϱHBH
k

)
+Tr

(
BkϱϱϱSkSH

k

)

+Tr
(

Bk∆∆∆k∆∆∆
H
k BH

k

)
−Tr

(
SkSH

k HH
k FH

k

)
+Tr

(
SkSH

k ϱϱϱHBH
k

)
+Tr

(
SkSH

k

)]
(B.8)
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Next, it follows a description of the properties used to reach (B.8):

• From (B.1) to (B.2), it is used (Prp. F);

• From (B.2) to (B.3), it is used (4.1);

• From (B.3) to (B.4), it is used (2.4) and (4.4);

• From (B.4) to (B.5), it is used (Prp. E);

• From (B.6) to (B.7), it is used (Prp. G);

• From (B.7) to (B.8), it is assumed that Sk, Nk and ∆∆∆k are independent between each other

and E [Nk] = E [∆∆∆k] = 0, resulting that E [SkNk] = E [Sk∆∆∆k] = E [Nk∆∆∆k] = 0.

Now, one could solve the problem described by (4.15). Let’s start with

∇λk
(Jk) = 0 ⇔

⇔∂Jk
∂λk

= 0 ⇔

⇔ 1
Nblock

Nblock−1

∑
k=0

Tr(FkHk)−NT = 0 ⇔

⇔ 1
Nblock

Nblock−1

∑
k=0

Tr(FkHk) =NT (B.9)

Then,

∇Bk
(Jk) = 000NT×NT

⇔
(Prp. L)⇔ 2

∂Jk
∂B∗

k

= 000NT×NT
⇔

⇔
∂

(
E
[(

S̃k−Sk

)H (
S̃k−Sk

)])

∂B∗
k

+

∂

(
λk

(
1

Nblock
∑
Nblock−1
k=0 Tr(FkHk)−NT

))

∂B∗
k

=000NT×NT
⇔

⇔
∂

(
E
[(

S̃k−Sk

)H (
S̃k−Sk

)])

∂B∗
k

= 000NT×NT
(B.10)

Replacing (B.8) in (B.10) and using the linearity properties of the expected value and the par-

tial derivative given by (Prp. H) and (Prp. J), respectively, each term could be analysed separately.

Hence,

∂
(
E
[
Tr
(
FkHkSkSH

k HH
k FH

k

)])

∂B∗
k

= 000NT×NT
(B.11)
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Minimisation of MSE in IB-DFE receivers for MIMO

∂
(
E
[
Tr
(
FkHkSkSH

k ϱϱϱHBH
k

)])

∂B∗
k

(Prp. O)
= E

[
∂
(
Tr
(
FkHkSkSH

k ϱϱϱHBH
k

))

∂B∗
k

]

(Prp. M)
= E

[
FkHkSkSH

k ϱϱϱH
]
= FkHkE

[
SkSH

k

]
ϱϱϱH

(4.9)
= σ2

snFkHkϱϱϱ
H (B.12)

∂
(
E
[
Tr
(
FkHkSkSH

k

)])

∂B∗
k

= 000NT×NT
(B.13)

∂
(
E
[
Tr
(
FkNkNH

k FH
k

)])

∂B∗
k

= 000NT×NT
(B.14)

∂
(
E
[
Tr
(
BkϱϱϱSkSH

k HH
k FH

k

)])

∂B∗
k

(Prp. N)
= 000NT×NT

(B.15)

∂
(
E
[
Tr
(
BkϱϱϱSkSH

k ϱϱϱHBH
k

)])

∂B∗
k

(Prp. O)
= E

[
∂
(
Tr
(
BkϱϱϱSkSH

k ϱϱϱHBH
k

))

∂B∗
k

]

(Prp. M)
= E

[
BkϱϱϱSkSH

k ϱϱϱH
]
= BkϱϱϱE

[
SkSH

k

]
ϱϱϱH

(4.9)
= σ2

snBkϱϱϱϱϱϱ
H (B.16)

∂
(
E
[
Tr
(
BkϱϱϱSkSH

k

)])

∂B∗
k

(Prp. N)
= 000NT×NT

(B.17)

∂
(
E
[
Tr
(

Bk∆∆∆k∆∆∆
H
k BH

k

)])

∂B∗
k

(Prp. O)
= E



∂
(

Tr
(

Bk∆∆∆k∆∆∆
H
k BH

k

))

∂B∗
k




(Prp. M)
= E

[
Bk∆∆∆k∆∆∆

H
k

]
= BkE

[
∆∆∆k∆∆∆

H
k

]
(4.8)
= σ2

snBk

(
IIINT

−ϱϱϱ2) (B.18)
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∂
(
E
[
Tr
(
SkSH

k HH
k FH

k

)])

∂B∗
k

= 000NT×NT
(B.19)

∂
(
E
[
Tr
(
SkSH

k ϱϱϱHBH
k

)])

∂B∗
k

(Prp. O)
= E

[
∂
(
Tr
(
SkSH

k ϱϱϱHBH
k

))

∂B∗
k

]

(Prp. M)
= E

[
SkSH

k ϱϱϱH
]
= E

[
SkSH

k

]
ϱϱϱH

(4.9)
= σ2

snϱϱϱ
H (B.20)

∂
(
E
[
Tr
(
SkSH

k

)])

∂B∗
k

= 000NT×NT
(B.21)

Putting (B.11) to (B.21) into (B.10), and taken into account that ϱϱϱ= ϱϱϱH because ϱϱϱ is a diagonal

matrix of real coefficients, one gets

−σ2
snFkHkϱϱϱ+σ2

snBkϱϱϱ
2 +σ2

snBk

(
IIINT

−ϱϱϱ2)+σ2
snϱϱϱ= 000NT×NT

⇔

⇔ Bk

(
ϱϱϱ2 + IIINT

−ϱϱϱ2)= (FkHk− IIINT
)ϱϱϱ⇔ Bk = (FkHk− IIINT

)ϱϱϱ (B.22)

Finally,

∇Fk
(Jk) = 000NT×NR

⇔
(Prp. L)⇔ 2

∂Jk
∂F∗

k

= 000NT×NR
⇔

⇔
∂

(
E
[(

S̃k−Sk

)H (
S̃k−Sk

)])

∂F∗
k

+

∂

(
λk

(
1

Nblock
∑
Nblock−1
k=0 Tr(FkHk)−NT

))

∂F∗
k

=000NT×NR
⇔

(Prp. N)⇔
∂

(
E
[(

S̃k−Sk

)H (
S̃k−Sk

)])

∂F∗
k

= 000NT×NR
(B.23)

Replacing (B.8) in (B.23) and using the linearity properties of the expected value and the par-

tial derivative given by (Prp. H) and (Prp. J), respectively, each term could be analysed separately.

Hence,
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∂
(
E
[
Tr
(
FkHkSkSH

k HH
k FH

k

)])

∂F∗
k

(Prp. O)
= E

[
∂
(
Tr
(
FkHkSkSH

k HH
k FH

k

))

∂F∗
k

]

(Prp. M)
= E

[
FkHkSkSH

k HH
k

]
= FkHkE

[
SkSH

k

]
HH

k
(4.9)
= σ2

snFkHkHH
k (B.24)

∂
(
E
[
Tr
(
FkHkSkSH

k ϱϱϱHBH
k

)])

∂F∗
k

(Prp. N)
= 000NT×NR

(B.25)

∂
(
E
[
Tr
(
FkHkSkSH

k

)])

∂F∗
k

(Prp. N)
= 000NT×NR

(B.26)

∂
(
E
[
Tr
(
FkNkNH

k FH
k

)])

∂F∗
k

(Prp. O)
= E

[
∂
(
Tr
(
FkNkNH

k FH
k

))

∂F∗
k

]

(Prp. M)
= E

[
FkNkNH

k

]
= FkE

[
NkNH

k

] (4.18)
= σ2

nz
Fk (B.27)

∂
(
E
[
Tr
(
BkϱϱϱSkSH

k HH
k FH

k

)])

∂F∗
k

(Prp. O)
= E

[
∂
(
Tr
(
BkϱϱϱSkSH

k HH
k FH

k

))

∂F∗
k

]

(Prp. M)
= E

[
BkϱϱϱSkSH

k HH
k

]
= BkϱϱϱE

[
SkSH

k

]
HH

k
(4.9)
= σ2

snBkϱϱϱHH
k (B.28)

∂
(
E
[
Tr
(
BkϱϱϱSkSH

k ϱϱϱHBH
k

)])

∂F∗
k

= 000NT×NR
(B.29)

∂
(
E
[
Tr
(
BkϱϱϱSkSH

k

)])

∂F∗
k

= 000NT×NR
(B.30)
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∂
(
E
[
Tr
(

Bk∆∆∆k∆∆∆
H
k BH

k

)])

∂F∗
k

= 000NT×NR
(B.31)

∂
(
E
[
Tr
(
SkSH

k HH
k FH

k

)])

∂F∗
k

(Prp. O)
= E

[
∂
(
Tr
(
SkSH

k HH
k FH

k

))

∂F∗
k

]

(Prp. M)
= E

[
SkSH

k HH
k

]
= E

[
SkSH

k

]
HH

k
(4.9)
= σ2

snHH
k (B.32)

∂
(
E
[
Tr
(
SkSH

k ϱϱϱHBH
k

)])

∂F∗
k

= 000NT×NR
(B.33)

∂
(
E
[
Tr
(
SkSH

k

)])

∂F∗
k

= 000NT×NR
(B.34)

Putting (B.24) to (B.34) into (B.23) and replacing Bk by (B.22), one gets

σ2
snFkHkHH

k +σ2
nz

Fk−σ2
sn (FkHk− IIINT

)ϱϱϱ2HH
k −σ2

snHH
k = 000NT×NR

⇔

⇔ Fk

(
HkHH

k +
1
γ
IIINR

−Hkϱϱϱ
2HH

k

)
=
(
IIINT

−ϱϱϱ2)HH
k ⇔

⇔ Fk

(
Hk

(
IIINT

−ϱϱϱ2)HH
k +

1
γ
IIINR

)
=
(
IIINT

−ϱϱϱ2)HH
k ⇔

(Prp. A)⇔ Fk =
(
IIINT

−ϱϱϱ2)HH
k

(
Hk

(
IIINT

−ϱϱϱ2)HH
k +

1
γ
IIINR

)−1

⇔ (B.35)

⇔ Fk =

(
1
γ

(
IIINT

−ϱϱϱ2)−1
+HH

k Hk

)−1

HH
k (B.36)

The result ensuring that (B.35) is equivalent to (B.36) and it is given by equation (27) in [63].

This result makes possible to use a more advantageous expression accordingly the ratio NR/NT .

If NR/NT>1, as in the uplink scenario considered in this work, (B.36) must be used. Otherwise,

the choice should be (B.35).

119





C
Minimisation of MSE in IB-DFE receivers for

MIMO using oversampled signals

In this appendix, it is shown the full development of the calculus of the feedforward and feed-

back coefficients that minimise the MSE in the IB-DFE receivers for MIMO using oversampled

signals presented in section 5.2. This is a new problem that has not been addressed in the literature

yet. The main difference to the problem presented in appendix B is the average in L given by

S
(t)
k = ϒ

(
S̆
(t)
(k,l)

)
=

1
L

L−1

∑
l=0

S̆
(t)
(k,l)+

1
L

L−1

∑
l=0

S̆
(t)
(k,l)

Θ(k,l)
, (C.1)

Here, the expressions presented in section 5.2 will be fully developed, with a description of all

the properties used and that are described in the List of Properties at the beginning of the thesis.

It should also be noted that as the development of the optimisation problem does no�depend on the

iteration number, the superscript (i) will be omitted to lighten the notation.
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Minimisation of MSE in IB-DFE receivers for MIMO using oversampled signals

First, let’s develop the sum of the MSEs:

ΩΩΩk = E
[(

S̃k−Sk

)H (
S̃k−Sk

)]
(C.2)

= E
[

Tr
((

S̃k−Sk

)(
S̃k−Sk

)H)]
(C.3)

= E
[

Tr
((

ϒ
(
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ϒ
(
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∑
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∑
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∑
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(C.7)

Next, it follows a description of the properties used to reach (C.7):

• From (C.2) to (C.3), it is used (Prp. F);

• From (C.3) to (C.4), it is used (5.24);

• From (C.4) to (C.5), it is used (5.20) and (4.4);

• From (C.5) to (C.6), it is used (Prp. D) and (Prp. E);

• From (C.6) to (C.7), it is used (Prp. G), (5.23) and it is assumed that Sk, Nk and ∆∆∆k are inde-

pendent between each other, with E [Nk] = E [∆∆∆k] = 0, resulting that E [SkNk] =E [Sk∆∆∆k] =
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Then,
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Replacing (C.7) in (C.9) and using the linearity properties of the expected value and the partial

derivative given by (Prp. H) and (Prp. J), respectively, each term could be analysed separately.

Hence,
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Although the product F(k,l)H
eq
(k,l) is not constant, in average it is equal to 1 and, as we see in

(5.10), Θ(k,l) coefficients over an average in L are symmetric. Therefore, the parcel of (C.16) will

approximate 0.
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Putting (C.10) to (C.30) into (C.9), and taken into account that ϱϱϱ= ϱϱϱH because ϱϱϱ is a diagonal
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matrix of real coefficients, one gets
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Replacing (C.7) in (C.32) and using the linearity properties of the expected value and the par-

tial derivative given by (Prp. H) and (Prp. J), respectively, each term could be analysed separately.

Hence,
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Putting (C.33) to (C.53) into (C.32) and replacing Bk by (C.31), one gets
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To remove the summation with F(k,i), let’s do some mathematical manipulation. Multiplying

all terms by Heq
(k,l) and using (Prp. Q) to sum the equations for all l values, (C.54) becomes
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Heq

(k,l)

))−1

− (IIINT
−ϱϱϱ2)

(
L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l)

)

(
1
γ
IIINT

+(IIINT
−ϱϱϱ2)

(
L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l)

))−1)
L(IIINT

−ϱϱϱ2)
(

Heq
(k,l)

)H
⇔

⇔ F(k,l) =

(
1
γ
IIINT

+(IIINT
−ϱϱϱ2)

(
L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l)

))−1

L(IIINT
−ϱϱϱ2)

(
Heq

(k,l)

)H
(C.56)
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In this appendix, the complexity analysis for the different equalisers presented in this thesis is

detailed step by step. In the next sections, the complexity of each equaliser is derived.

D.1 ZF equaliser’s complexity

The output of the ZF equaliser is given by

S̃k = ϒ

(˜̆S(k,l)

)
=

1
L

L−1

∑
l=0

˜̆S(k,l)+
1
L

L−1

∑
l=0

˜̆S(k,l)

Θ(k,l)
(D.1)

where
˜̆S(k,l) = F(k,l)Y(k,l) (D.2)

with

F(k,l) = κκκ
(

HH
(k,l)H(k,l)

)−1
HH

(k,l). (D.3)

Thus, to obtain the number of FLOPs associated with this equaliser, we should determine its
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computational cost step by step. We start with the normalisation factor κκκ given by

κκκ= diag
[
κ(1,1) . . .κ(NT ,NT )

]
(D.4)

where

κ(t,t) =

(
1

LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

F
(t,r)
(k,l)H

(r,t)
(k,l)

)−1

. (D.5)

This factor is equal for all frequencies k. Therefore, it only needs to be calculated once and its

computational cost is divided by the number of frequencies in each block, i.e. Nblock. We start to

determine the number of FLOPs used to obtain each diagonal element and, step by step, it is given

by

F
(t,r)
(k,l)H

(r,t)
(k,l) ⇒ 6 (D.6)

NR

∑
r=1

F
(t,r)
(k,l)H

(r,t)
(k,l) ⇒NR× (D.6)+2(NR−1) (D.7)

Nblock−1

∑
k=0

NR

∑
r=1

F
(t,r)
(k,l)H

(r,t)
(k,l) ⇒Nblock × (D.7)+2(Nblock −1) (D.8)

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

F
(t,r)
(k,l)H

(r,t)
(k,l) ⇒ L× (D.8)+2(L−1) (D.9)

Here, the cost of obtaining LNblock is not considered because it is needed for all approaches

and it could be saved in a constant variable.

1
LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

F
(t,r)
(k,l)H

(r,t)
(k,l) ⇒ (D.9)+2 (D.10)

κ(t,t) =

(
1

LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

F
(t,r)
(k,l)H

(r,t)
(k,l)

)−1

⇒ (D.10)+5 = 8LNblockNR+5 (D.11)

The number of FLOPs to obtain the entire diagonal normalisation matrix is given by

κκκ⇒ NT

Nblock
× (D.11) = 8LNTNR+5

NT

Nblock
≈ 8LNTNR (D.12)
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Following, the computational cost to obtain feedforward coefficients in ZF using expression

(D.3) is

HH
(k,l)H(k,l) ⇒ 4NRN

2
T +4NRNT −N2

T −NT (D.13)

(
HH

(k,l)H(k,l)

)−1
⇒ (D.13)+

8
3
N3

T +
19
2
N2

T − 7
6
NT (D.14)

(
HH

(k,l)H(k,l)

)−1
HH

(k,l) ⇒ (D.14)+8N2
TNR−2NTNR (D.15)

F(k,l) = κκκ
(

HH
(k,l)H(k,l)

)−1
HH

(k,l) ⇒ (D.12)+ (D.15)+6NT =

=
8
3
N3

T +12N2
TNR+

17
2
N2

T +(8L+2)NTNR+
23
6
NT (D.16)

At last and using the previous results, the total number of FLOPs needed to obtain the esti-

mated transmitted symbol S̃k is given by

˜̆S(k,l) = F(k,l)Y(k,l) ⇒ (D.16)+8NTNR−2NT (D.17)

S̃k = ϒ

(˜̆S(k,l)

)
⇒ (D.17)+2(L−1)+2+11L+2(L−1)+2 =

=
8
3
N3

T +12N2
TNR+

17
2
N2

T +(8L+10)NTNR+
11
6
NT +15L (D.18)

D.2 Linear conventional IB-DFE equaliser’s complexity

The linear conventional IB-DFE, i.e its first iteration, is equivalent to the MMSE equaliser. Its

output is given by

S̃k = ϒ
(
F(k,l)Y(k,l)

)
(D.19)

with

F(k,l) = κκκ

(
1
γ
IIINT

+
L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l)

)−1(
Heq

(k,l)

)H
(D.20)

As we can see, (D.1) and (D.19) are equivalents. However, this only occurs because we are

considering the linear conventional IB-DFE. When using iterations, only the feedforward net is

affected by the ϒ function, with the feedback loop being performed without oversampling. In
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that sense, we have the non-oversampled symbol S̃k at the output of the equaliser, instead of the

removing the oversampling after the output of the equaliser as in the next equalisers.

In this case, κκκ is obtained as in ZF approach, needing the same number of FLOPs described

by (D.12), and following a similar step by step approach as previously, the computational cost to

obtain F(k,l) using (D.20) is given by

(
Heq

(k,l)

)H
Heq

(k,l) ⇒ 4N2
TNR+4NTNR−N2

T −NT (D.21)

L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l) ⇒ L× (D.21)︸ ︷︷ ︸
multiplications

+(L−1)(2N2
T )︸ ︷︷ ︸

sums

(D.22)

Here, 1/γ is considered to be a constant that is saved to be used by multiple methods and its

computational cost is ignored.
1
γ
IIINT

⇒NT (D.23)

1
γ
IIINT

+
L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l) ⇒ (D.22)+ (D.23)+NT (D.24)

(
1
γ
IIINT

+
L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l)

)−1

⇒ (D.24)+
8
3
N3

T +
19
2
N2

T − 7
6
NT (D.25)

(
1
γ
IIINT

+
L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l)

)−1(
Heq

(k,l)

)H
⇒ (D.25)+8N2

TNR−2NTNR =

=
8
3
N3

T +(4L+8)N2
TNR+

(
15
2
+L

)
N2

T +(4L−2)NTNR+

(
5
6
−L

)
NT (D.26)

F(k,l) = κκκ

(
1
γ
IIINT

+
L−1

∑
l=0

(
Heq

(k,l)

)H
Heq

(k,l)

)−1(
Heq

(k,l)

)H
⇒ (D.12)+ (D.26)+6NT =

=
8
3
N3

T +(4L+8)N2
TNR+

(
15
2
+L

)
N2

T +(12L−2)NTNR+

(
41
6
−L

)
NT (D.27)

Finally, the total number of FLOPs needed to obtain the estimated transmitted symbol S̃k is

given by

F(k,l)Y(k,l) ⇒ (D.27)+8NTNR−2NT (D.28)
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S̃k = ϒ

(˜̆S(k,l)

)
⇒ (D.28)+2(L−1)+2+11L+2(L−1)+2 =

=
8
3
N3

T +(4L+8)N2
TNR+

(
15
2
+L

)
N2

T +(12L+6)NTNR+

(
29
6
−L

)
NT +15L (D.29)

D.3 Linear pragmatic equaliser’s complexity

Contrarily to the conventional IB-DFE, the output of the pragmatic equaliser contains over-

sampling, only being removed after equalisation. Therefore, for its linear version, the output

and the non-oversampling symbols are given by (D.1) and (D.2), respectively. However, in this

equaliser, pulse shaping is not equalised, assuming perfect matching. Therefore, the feddfoward

coefficients are given by

F(k,l) = E(k,l)P
∗
(k,l) (D.30)

with

E(k,l) = κκκ

(
1
γ
IIINT

+HH
(k,l)H(k,l)

)−1

HH
(k,l). (D.31)

Once more, the calculus of κκκ is equal to the ZF case and the step by step analysis for the

feedforward coefficients becomes

HH
(k,l)H(k,l) ⇒ (D.21) (D.32)

1
γ
IIINT

⇒ (D.23) (D.33)

1
γ
IIINT

+HH
(k,l)H(k,l) ⇒ (D.32)+ (D.33)+NT (D.34)

(
1
γ
IIINT

+HH
(k,l)H(k,l)

)−1

⇒ (D.34)+
8
3
N3

T +
19
2
N2

T − 7
6
NT (D.35)

(
1
γ
IIINT

+HH
(k,l)H(k,l)

)−1

HH
(k,l) ⇒ (D.35)+8N2

TNR−2NTNR =

=
8
3
N3

T +12N2
TNR+

17
2
N2

T +2NTNR− 1
6
NT (D.36)
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E(k,l) = κκκ

(
1
γ
IIINT

+HH
(k,l)H(k,l)

)−1

HH
(k,l) ⇒ (D.12)+ (D.36)+6NT (D.37)

=
8
3
N3

T +12N2
TNR+

17
2
N2

T +(8L+2)NTNR+
35
6
NT (D.38)

F(k,l) = E(k,l)P
∗
(k,l) ⇒ (D.38)+2NTNR =

8
3
N3

T +12N2
TNR+

17
2
N2

T +(8L+4)NTNR+
35
6
NT

(D.39)

With these results, it is possible to obtain the total number of FLOPs needed to obtain the

estimated transmitted symbol S̃k, which is given by

˜̆S(k,l) = F(k,l)Y(k,l) ⇒ (D.39)+8NTNR−2NT (D.40)

S̃k = ϒ

(˜̆S(k,l)

)
⇒ (D.40)+15L=

=
8
3
N3

T +12N2
TNR+

17
2
N2

T +(8L+12)NTNR+
23
6
NT +15L (D.41)

D.4 Iterative MRC equaliser’s complexity

The iterative MRC equaliser is based on the pragmatic. Thus, its output is also obtained with

oversampling, that needs to be removed using (D.1), and it is given by

˜̆S
(i)

(k,l) = F(k,l)Y(k,l)−B(k,l)
¯̆S
(i−1)
(k,l)

(D.42)

where

B(k,l) = F(k,l)H(k,l)− IIINT
(D.43)

and

F(k,l) = E(k,l)P
∗
(k,l) (D.44)

with

E(k,l) = κκκHH
(k,l). (D.45)

Note that this is an iterative method, with a feedback loop, but neither the feedforward nor the

feedback coefficients depend on the iteration, remaining constant through iterations and decreasing
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complexity.

For the MRC equaliser, the normalisation factor is also given by the diagonal matrix expressed

in (D.4). However, its elements are given by

κ(t,t) =

(
1

LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
2
)−1

. (D.46)

Doing the previously step by step analysis, the calculus of the normalisation factor needs the

following number of FLOPs: ∣∣∣H(r,t)
(k,l)

∣∣∣
2
⇒ 3 (D.47)

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
2
⇒NR× (D.47)+NR−1 (D.48)

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
2
⇒Nblock × (D.48)+Nblock −1 (D.49)

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
2
⇒ L× (D.49)+L−1 (D.50)

1
LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
2
⇒ (D.50)+1 (D.51)

κ(t,t) =

(
1

LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
2
)−1

⇒ (D.51)+1 = 4LNblockNR+1 (D.52)

The number of FLOPs to obtain the entire diagonal normalisation matrix is given by

κκκ⇒ NT

Nblock
× (D.52) = 4LNTNR+1

NT

Nblock
≈ 4LNTNR (D.53)

The total number of FLOPs to obtain the feedforward coeficcients is given by

HH
(k,l) ⇒ 0 (D.54)

E(k,l) = κκκHH
(k,l) ⇒ (D.53)+ (D.54)+6NT = 4LNTNR+6NT (D.55)
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F(k,l) = E(k,l)P
∗
(k,l) ⇒ (D.55)+2NTNR = (4L+2)NTNR+6NT . (D.56)

Note that we assumed that there is no cost to compute the Hermitian matrix.

With the calculus of F(k,l) is possible to obtain the feedback coefficients. Ignoring the compu-

tational cost to obtain F(k,l) because this operation only needs to be counted once, the number of

FLOPs to obtain B(k,l) are given by

F(k,l)H(k,l) ⇒ 8N2
TNR−2N2

T (D.57)

B(k,l) = F(k,l)H(k,l)− IIINT
⇒ (D.57)+NT = 8N2

TNR−2N2
T +NT (D.58)

At last, we need to determine the computational cost of obtaining the transmitted symbols S̃(1)
k .

This cost will depend on the number of iterations. For the first iteration, it is given by

˜̆S
(1)

(k,l) = F(k,l)Y(k,l) ⇒ (D.56)+8NTNR−2NT = (4L+10)NTNR+4NT (D.59)

S̃(1)
k = ϒ

(
˜̆S
(1)

(k,l)

)
⇒ (D.59)+2(L−1)+2+11L+2(L−1)+2 =

= (4L+10)NTNR+4NT +15L. (D.60)

For the second iteration, the computational cost becomes

B(k,l)
¯̆S
(1)
(k,l) ⇒ (D.58)+8N2

T −2NT = 8N2
TNR+6N2

T −NT (D.61)

˜̆S
(2)

(k,l) = F(k,l)Y(k,l)−B(k,l)
¯̆S
(1)
(k,l) ⇒ (D.59)+ (D.61)+2NT

= 8N2
TNR+6N2

T +(4L+10)NTNR+5NT (D.62)

S̃(2)
k = ϒ

(
˜̆S
(2)

(k,l)

)
⇒ (D.62)+15L. (D.63)
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At last, for the remaining iterations, the total cost is given by

B(k,l)
¯̆S
(i−1)
(k,l) ⇒ 8N2

T −2NT (D.64)

˜̆S
(i)

(k,l) = F(k,l)Y(k,l)−B(k,l)
¯̆S
(i−1)
(k,l) ⇒ (D.62)+(i−2)× (D.64)+(i−2)×2NT =

= 8N2
TNR+(8i−10)N2

T +(4L+10)NTNR+5NT (D.65)

S̃(i)
k = ϒ

(
˜̆S
(i)

(k,l)

)
⇒ (D.65)+15L. (D.66)

Note that when i > 2 the feedback coefficients B(k,l) are already determined, and only their

multiplication by the estimations and the subtraction of their result to the feedforward loop need

to be done again, saving lots of operations.

D.5 Iterative EGC equaliser’s complexity

The iterative EGC equaliser is very similar to the MRC, resulting in an analysis close to the

previous one. The main difference is that E(k,l) is given by

E(k,l) = κκκAH
(k,l), (D.67)

with the elements of Ak given by

A
(r,t)
(k,l) =

H
(r,t)
(k,l)

|H(r,t)
(k,l)|

, (D.68)

resulting in different normalisation factors.

Therefore, the computation cost to obtain κκκ when using EGC equalisers is given by

κ(t,t) =

(
1

LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
)−1

. (D.69)

∣∣∣H(r,t)
(k,l)

∣∣∣⇒ 4 (D.70)
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NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣⇒NR× (D.70)+NR−1 (D.71)

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣⇒Nblock × (D.71)+Nblock −1 (D.72)

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣⇒ L× (D.72)+L−1 (D.73)

1
LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣⇒ (D.73)+1 (D.74)

κ(t,t) =

(
1

LNblock

L−1

∑
l=0

Nblock−1

∑
k=0

NR

∑
r=1

∣∣∣H(r,t)
(k,l)

∣∣∣
)−1

⇒ (D.74)+1 = 5LNblockNR+1 (D.75)

κκκ⇒ NT

Nblock
× (D.75) = 5LNTNR+1

NT

Nblock
≈ 5LNTNR (D.76)

Contrarily, to the MRC case, E(k,l) has some computational cost, and the number of FLOPs to

obtain the feedforward coefficients becomes

|H(r,t)
(k,l)| ⇒ 4 (D.77)

H
(r,t)
(k,l)

|H(r,t)
(k,l)|

⇒ (D.77)+2 = 6 (D.78)

AH
(k,l) ⇒ (D.78)×NTNR = 6NTNR (D.79)

E(k,l) = κκκAH
(k,l) ⇒ (D.76)+ (D.79)+6NT = (5L+6)NTNR+6NT (D.80)

F(k,l) = E(k,l)P
∗
(k,l) ⇒ (D.80)+2NTNR = (5L+8)NTNR+6NT (D.81)

Here, the cost to obtain the feedback coefficients is also given by (D.58) and the computational
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cost to obtain the transmitted symbols S̃(1)
k in the first iteration is given by

˜̆S
(1)

(k,l) = F(k,l)Y(k,l) ⇒ (D.81)+8NTNR−2NT = (5L+16)NTNR+4NT (D.82)

S̃(1)
k = ϒ

(
˜̆S
(1)

(k,l)

)
⇒ (D.82)+2(L−1)+2+11L+2(L−1)+2 =

= (5L+16)NTNR+4NT +15L (D.83)

For the second iteration, the computational cost becomes

B(k,l)
¯̆S
(1)
(k,l) ⇒ (D.58)+8N2

T −2NT = 8N2
TNR+6N2

T −NT (D.84)

˜̆S
(2)

(k,l) = F(k,l)Y(k,l)−B(k,l)
¯̆S
(1)
(k,l) ⇒ (D.82)+ (D.84)+2NT

= 8N2
TNR+6N2

T +(5L+16)NTNR+5NT (D.85)

S̃(2)
k = ϒ

(
˜̆S
(2)

(k,l)

)
⇒ (D.62)+15L (D.86)

At last, for the remaining iterations, the total cost is given by

B(k,l)
¯̆S
(i−1)
(k,l) ⇒ 8N2

T −2NT (D.87)

˜̆S
(i)

(k,l) = F(k,l)Y(k,l)−B(k,l)
¯̆S
(i−1)
(k,l) ⇒ (D.85)+(i−2)× (D.87)+(i−2)×2NT =

= 8N2
TNR+(8i−10)N2

T +(5L+16)NTNR+5NT (D.88)

S̃(i)
k = ϒ

(
˜̆S
(i)

(k,l)

)
⇒ (D.88)+15L (D.89)
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